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Abstract

The use of frictionless small open economy models to account for business cycles in devel-

oping countries is controversial. Using Bayesian methods, we explore the role of permanent

shocks to the technology trend in accounting for business cycles in these economies and we test

the performance of such model against alternative models that incorporate a variety of other

real impulses such as procyclical �scal policies; terms of trade �uctuations; and perturbations

to the foreign interest rate. We compare the models�performance to the data from a relatively

unexplored developing -and "tropical"- country, Colombia. Our �ndings leave us skeptics that

business cycles in developing economies can be modeled with a standard neoclassical model

driven solely by technology shocks as has recently been argued in other studies.
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1 INTRODUCTION

Understanding business cycle regularities in developing countries is a crucial

step in the process of designing appropriate stabilization policies and sound

macroeconomic management in these countries. A �rst step toward this un-

derstanding must take into account the di¤erences on the business cycles prop-

erties in developing countries relative their developed counterparts. As can

be observed in Table I.1, three dimensions in which these di¤erences manifest

are: (i) observed business cycles in emerging countries are more volatile; (ii)

the trade balance-to-output ratio is more countercyclical in emerging countries

than in developed countries; and, (iii) consumption appears to be more volatile

than output at business-cycle frequencies. These stylized facts, among others,

have been widely documented in Mendoza (1995), Agenor et.al (2000), Rand

and Tarp (2002), Neumayer and Perri (2004), Gita and Gopinath (2007a) and
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Garcia-Cicco et.al (2007). Explaining these contrasts between emerging and

industrialized economies is, in the words of Uribe (2007), "at the top of the

research agenda in small-open-economy macroeconomics".

Insert Table I.1 here

Despite these important di¤erences a brief review of the literature on emerg-

ing markets business cycles modelling does not show a consensus on the best

approach to account for them. One strand of the literature has tried to explain

business cycles in developing economies within a neoclassical growth framework

augmented by real driving forces in addition to technology shocks. Mendoza

(1995) expands a real business cycle model to account for tradable/non-tradable

goods in which the terms of trade are an additional driving force. Since emerg-

ing countries typically specialize in exports of a few primary commodities for

which they are small players in the world markets for the goods they export

or import, it follows that the terms of trade can be regarded as an exogenous

source of aggregate �uctuations. Mendoza (1995) �nds they account for 45 to

60 percent of the observed variability of GDP. The argument of stronger real

shocks has been extended to �nancial markets. The idea is that developing

economies exhibit low levels of aggregate savings forcing them to rely heavily

on foreign investment, via capital in�ows. Uribe and Yue (2006) explore the

signi�cant correlation between the business cycles in emerging markets and the

interest rate that these countries face in international �nancial markets. They

�nd that one third of business cycles in emerging economies is explained by dis-

turbances in external �nancial variables (e.g. the foreign interest rate and the

spread). Moreover, they �nd evidence of a further increase in the volatility of

domestic variables because of the presence of feedback from domestic variables

to country spreads. Similarly, Neumayer and Perri (2005) �nd that eliminating

country risk lowers Argentine output volatility by 27%. Another explanation

for some of the stylized facts of the business cycles in developing economies ex-

plores the role of macroeconomic policies in amplifying the cycle (i.e procyclical

policies) as documented by Agenor et.al (2000) and Kaminsky et.al (2004).

Still within the neoclassical framework, but on a more orthodox strand, some

authors claim to properly account for the business cycle in developing economies

by relying exclusively on pure technology forces in the line of the real business

cycle school of thought. Kydland and Zaraga (1997, 2002) argue that nominal

factors do not seem to be able to account for any signi�cant fraction of the
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business cycles of Latin American countries, in general. They argue that, in

the case of Argentina, the predictions of a standard neoclassical growth model

conforms rather well with the observations during the Argentinean �lost decade�

years (90�s). More recently, Aguiar and Gopinath (2004, 2007a), claim that

accounting for possible regime switches giving rise to changes in the long-run

growth trend in these economies is enough to account for the business cycle

stylized facts. Their underlying premise is that emerging markets are charac-

terized by frequent regime switches motivated mainly by dramatic reversals in

economic policy. In their words: "shocks to trend growth are the primary source

of �uctuations in these [emerging] markets as opposed to transitory �uctuations

around a trend". Thus, the higher volatility of consumption can be explained

as agents, seeking to smooth their consumption levels, observe changes in the

permanent component of the trend. Aguiar and Gopinath�s conclusion is driven

by an estimated volatility of the technological growth process in the Mexican

economy four to �ve times higher than the volatility of the transitory technology

shock. In another paper, Aguiar and Gopinath (2007b) �nd this result to be

robust under the presence of stochastic interest rate shocks.

However, the �ndings of Aguiar and Gopinath (2007a) are rejected by Garcia-

Cicco et.al.(2007) when a longer dataset for the Argentinian economy is used.

These authors argue that in order to properly estimate the parameters of the

stochastic trend, in particular the volatility of the permanent component, long

time series are needed. Accordingly, they estimate the Aguiar and Gopinath

model on a yearly dataset for Argentina covering over a century of aggregate

data and �nd that the model performs poorly. They estimate the volatility of

the technological growth process to be only 50% higher than the volatility of

the transitory technology shock, far from the wider di¤erence found by Aguiar

and Gopinath (2007a) of 450%. More importantly, they �nd that this di¤erence

is not enough to properly account for the main moments in the Argentinian

macroeconomic data, in particular the higher volatility of consumption relative

to output, nor to properly trace back the trade balance autocorrelation function.

We observe, nonetheless, two shortcomings when using a real business cycle

model to test whether the Aguiar and Gopinath hypothesis -i.e. that �uctua-

tions are driven by trend shocks instead of �uctuations around a stable trend-

holds or not in the data. First, in the event that it doesn�t hold, as in Garcia-

Cicco et.al. (2007), one is left wondering if the failure of the model to replicate

the data is to be blamed on the driving forces -i.e. the permanent/transitory
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technology shocks- or on the model�s propagation mechanism3 . And, second, in

the event that it does hold, we are still left wondering about its relative perfor-

mance against alternative models. Indeed, as pointed by Hartley et.al. (1998),

the fact that the model is highly stylized implies that the actual data alone

provide, at best, a weak standard and that more important than simply �tting

the data is the relative performance against alternative models.

The goal of this paper is to test the Aguiar and Gopinath hypothesis in the

same spirit of Garcia-Cicco et.al. (2007) while using a methodological approach

that addresses these two shortcomings explicitly. To address the �rst one, we

allow for potential model misspeci�cation in the Aguiar and Gopinath model,

arising from omitting real driving forces other than technology shocks. We

thus focus our attention to the impulse forces driving the �uctuations rather

than the transmission mechanism. This strategy is motivated by the �ndings

in previous studies that the propagation mechanism embedded in this type

of models adds relatively little to the pattern of �uctuations beyond what is

implicit in the driving forces themselves (see Cogley and Nason, 1995; Hartley

et.al. 1998). Based on the literature surveyed above, we include separately

three structural driving forces to the standard neoclassical framework: (i) a

procyclical government spending process; (ii) terms of trade �uctuations; and

(iii) shocks to the foreign interest rate. In each of the three cases the baseline

Aguiar and Gopinath model is modi�ed by replacing the growth shock by each

of the three alternative driving forces, while keeping the transitory technology

shock.

To address the second shortcoming we use a Bayesian-likelihood-based method

to estimate the benchmark Aguiar and Gopinath model as well as the alternative

models driven by the other real processes and compare their empirical plausi-

bility based upon assessments of their relative conditional probabilities. Thus,

we take each model as provider of a complete statistical characterization of the

data in the form of a likelihood function with which we test how plausible the

benchmark model is relative to the alternative models, given the available data

.

For the empirical purpose of the paper we use data from a developing -

and "tropical"- economy: Colombia. Our baseline dataset is quarterly ranging

from 1977:Q1 to 2007:Q2, and, because we take seriously the criticism raised by

Garcia-Cicco et.al. (2007) concerning the use of short time series on this type of

3This is aknowledged by Garcia-Cicco et.al. (2007) themselves in their concluding remarks.
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estimation, we also report results on an annual dataset from 1925 to 2006. Table

I.2 plots the main macroeconomic moments in the Colombian economy across

the two available dataset. As can be seen, Colombian data is characterized by

some of the main stylized facts from the developing economies highlighted in

Table I.1. There is a higher macroeconomic volatility; investment is much more

volatile than income and the trade balance share is not only highly volatile but

signi�cantly more countercyclical. There is, however, ambiguous evidence re-

garding the relative volatility of consumption. While the yearly dataset exhibits

a consumption volatility twice as big as the one in income, the quarterly evi-

dence is less clear. Moreover, when we exclude durable goods consumption from

aggregate consumption and include it on investment (which unfortunately can

be done only from 1994) as other studies have done (see Cooley and Prescott,

1996) the relative consumption falls well bellow one. This fact highlights one

potential pitfall when dealing with less reliable data on consumption on devel-

oping economies, specially going further back in time. We will overcome this

obstacle by reporting robustness results across the two samples as well as the

small subsample with properly-measured consumption data.

Insert Table I.2 here

While we think the alternative models that we use are highly simpli�ed and

more elaborated models should be considered when modeling business cycles

in developing economies, we are nonetheless surprised by the results we get

by comparing them to the performance of the baseline Aguiar and Gopinath

model. In fact, not only our �ndings suggest that growth shocks may not be

as relevant in explaining business cycles but that the data rejects the baseline

model driven solely by technology shocks and favors virtually all the alternative

models where real driving forces other than these impulses come into play. We

are thus skeptics that business cycles in developing economies can be modeled

with a standard neoclassical model driven solely by technology shocks.

The paper is divided into six sections, including this introduction. The

second lays out formally the Aguiar and Gopinath model and the three alter-

native models based on separate driving forces, and illustrates how potential

misspeci�cation may lead to spurious identi�cation of structural shocks. The

third section describes the Bayesian estimation approach. The fourth and �fth

sections present the baseline results and a series of robustness analyses, respec-

tively. Concluding remarks are given in the sixth section. Most of the technical
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details are given in a technical supplement available upon request.

2 SMALL, OPEN -AND "TROPICAL"- ECON-

OMY BUSINESS CYCLES MODELS

This section lays out formally the Aguiar and Gopinath model. We then inves-

tigate the conditions under which this model can be used to identify permanent

and transitory components in the technology process. To do so we consider

model misspeci�cation explicitly by including alternative driving forces other

than the two technological processes in the benchmark model. We illustrate

that, under reasonable parameters, omitting the presence of other driving forces

that are relevant in explaining business cycles might lead to spurious identi�ca-

tion of the structural shocks in the two technological processes.

2.1 Benchmark Model (M0)

Consider a small open economy populated by an in�nite number of households

with preferences described by a generic utility function which has aggregate

consumption (C) and labor (h) as its arguments

E0

1X
t=0

�tU(Ct; ht) (1)

where we use upper case letters to denote variables that exhibit growth in

equilibrium. There is a single good in the economy which is produced with a

technology that takes the generic form

Yt = atF (Kt; Xtht) (2)

where K is the stock of capital which dynamics are governed by the law of

motion:

Kt+1 = (1� �)Kt + It (3)

and � 2 [0; 1) is the depreciation rate of capital; at is a stochastic total factor
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productivity shock that follows an AR(1) stationary process in logs:

ln at+1 = �a ln at + �
a
t+1 ; where �

a
t+1 � i:i:d (0;�2a) (4)

The period by period budget constraint of the representative household is

given by the evolution of foreign debt, Dt:

Dt = (1 + rt�1)Dt�1 � Yt + Ct + It +�(Kt+1;Kt) (5)

where rt denotes the interest rate at which domestic residents can borrow

in international markets and � (Kt+1;Kt) is a capital adjustment cost function.

Note that in equilibrium, the budget constraint can be rewritten as:

Dt = (1 + rt�1)Dt�1 � TBt (6)

where TB is the trade balance.

The productivity trend Xt grows according to


t =
Xt

Xt�1
(7)

where the logarithm of 
t follows a �rst-order autoregressive process of the

form

ln(
t+1=
X) = �
 ln(
t=
X) + �


t+1; �
t+1 � NIID(0; �2
) (8)

and the parameter 
X measures the long-run deterministic growth rate of

the technological progress.

To ensure that the deterministic steady state is independent of the initial

asset position we follow Schmidt-Grohe and Uribe (2003) and close the model

by assuming a debt elastic interest rate

rt = r� + p( eDt) (9)

where r� denotes the constant foreign interest rate, p(fDt) is a country-

speci�c interest rate premium assumed to be strictly increasing in its argument,fDt, the aggregate level of foreign debt.

The optimality conditions associated to this problem are:

Uc(Ct; ht) = �t (10)
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�t = �
1 + rt


t

Et�t+1 (11)

�Uh(Ct; ht) = �tatFh(Kt; Xtht) (12)

�t
�
1 + �kt+1 (Kt+1;Kt)

�
=

�



t
Et

(
�t+1

"
at+1Fk(Kt+1; ht+1)

+(1� �)� �kt+1 (Kt+2;Kt+1)

#)
(13)

where � is the Lagrangean multiplier associated to the problem4 .

A stationary equilibrium along a balanced growth path can be character-

ized by transforming the non-stationary variables into stationary by dividing

them by Xt�1: zt � Zt=Xt�1Thus, the stationary equilibrium in the model is

given by the process of {ct; yt; it; kt+1; dt; ht; rt; �t; tbt; tbyt}1t=0, given the exoge-

nous process for {Xt; 
t; at}
1
t=1, and the initial conditions for {D0;K0; X0; a0}

satisfying equations 2-13.

We assume the following parameterization. In the instantaneous utility func-

tion we assume GHH-type preferences

u(Ct; ht) =

�
Ct � !�1Xth

!
t

�1�
 � 1
1� 
 (14)

where ! and 
 are the parameters governing the labor supply and intertemporal

elasticities, respectively.

The production function will adopt a Cobb-Douglas technology

F (Kt; Xtht) = K�
t (Xtht)

1�� (15)

where � and 1� � are the relative shares of capital and labor.
We adopt a quadratic function as the capital-adjustment cost function:

� (Kt+1;Kt) =
�

2

�
Kt+1

Kt
� 
X

�2
; � > 0 (16)

Finally, following Schmidt-Grohe and Uribe (2003), the risk premium func-

tion is de�ned as:

p( eDt) =  
h
exp

� eDt=Xt�1 � d
�
� 1
i

(17)

where d is the steady-state level of debt.

4See Technical Supplement for more details.

9



2.2 Misspeci�cation and Alternative Real Driving Forces

The desire of the representative agent to smooth consumption, embedded in the

optimality conditions of the above model, will determine di¤erent responses in

consumption whether the nature of the shock is transitory or permanent. This

di¤erence is used by Aguiar and Gopinath (2007a) to identify the persistence of

the technology shocks, or, to use the notation in the model, the relative impor-

tance of �
 vis a vis �a. In their own words: "if we observe in the data a large

response of consumption to income and a corresponding large deterioration of

net exports, the standard business cycle model will identify the underlying shock

as a change in trend. If, however, for the same increase in output, consumption

rises by less and net exports drop only slightly (or improve), the shock will be

identi�ed as a transitory shock".

This claimed is corroborated in the �rst three row-panels of Fig.II.1 where,

using a baseline parameterization, we plot the response of three key macro-

economic ratios following a similar perturbation to each of the shocks {�
 =

0:001;�a = 0:001}. As can be observed, following a growth shock, there is a pro-

nounced countercyclical response of the trade balance share; an initial positive

response of the consumption to income ratio; and a strong increase of relative

investment. On the other hand, after a transitory shock the net exports share

drops only slightly; the consumption share drops and investment reacts only

mildly.

While this identi�cation strategy is logically correct, because the model is

highly stylized it rests upon a strong "ceteris paribus" argument that takes as

given all other possible sources of perturbations to these economies. For exam-

ple, it obviates any dynamics introduced by other potential exogenous driving

forces, such as exogenous movements income via terms of trade �uctuations, for-

eign interest rates or any exogenous wedges to private consumption induced by,

say, movements in the government spending. But what if these other dynamics

are in fact relevant to account for business cycles in developing economies? To

what extent would this kind of model misspeci�cation lead to spurious results

in the identi�cation of the permanent and transitory components of the tech-

nology shocks? To answer these questions, we allow for the presence of three

additional and separate driving forces in the standard neoclassic model follow-

ing the literature surveyed brie�y in the previous section. First we introduce a

procyclical government spending process; second we di¤erentiate between for-

eign and home goods to introduce a relative price -the terms of trade- that we
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model as an exogenous process; and, third, we allow for perturbations to the

foreign interest rate. To be concrete, we will develop three separate alternatives

of the neoclassic framework in which the only technology process is transitory

-there are no growth shocks- but we allow for an additional real driving force.

2.2.1 Procyclical Fiscal Policy Model (M1)

Following the literature that has identi�ed role of procyclical �scal policies in

amplifying the cycle in emerging economies, we extend the standard neoclas-

sic framework to include a government spending process as in Christiano and

Eichenbawn (1992) but we introduce a procyclical coe¢ cient in the process, by

which current increases (decreases) in output lead to future increases (decreases)

in government spending.

The period-by-period budget constraint includes now a government spending

term, g5 :

dt = (1 + rt�1) dt�1 � yt + ct + it + gt +�(kt+1; kt) (18)

The novelty comes from modelling the process for the government spend-

ing shock. Following Canova (2007) we assume the following process for the

deviations of the government spending process from steady-state values:

ln (gt+1=g) = �g ln (gt=g) + p ln (yt=y) + �
G
t+1; log �Gt � (0;�2G) (19)

where p > 0 captures the procyclicality of �scal policy6 .

2.2.2 Terms of Trade Model (M2)

The inclusion of terms of trade in a neoclassic framework follows a simpli�ed

version of Mendoza (1995)7 . The main di¤erence lies now is the consumption

good, ct, which is now a composite of home and foreign goods assumed to have

5Note that in this model as well as the next two models we use lower case variables because
the variables are already stationary given our assumption of no growth shocks.

6For the sake of brevity we omit the �rst order conditions as well as the de�nition of the
competitive equilibrium in all the three alternative models. These are speci�ed in a technical
supplement available upon request.

7The simpli�cation lies in that we don�t distinguish between tradables/non-tradables as in
Mendoza (1995).
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a Cobb-Douglas form:

ct =

�
cFt
�# �

cHt
�1�#

(#)
#
(1� #)1�#

(20)

with associated consumption-based price index, in terms of foreign goods:

pt = q1�#t (21)

where we have taken the price of foreign goods as numeraire, thus making

qt the relative price of home goods in terms of foreign goods, or the terms of

trade. Therefore, it can be shown that the optimal demand for each of the two

goods can be expressed as:

cFt = #ptct (22)

cHt = (1� #) pt
qt
ct

Aggregate investment is assumed to be done in foreign goods and evolves

according to the standard law of motion.

kt+1 = kt (1� �) + it (23)

The period-by-period budget constraint can be written as

dt = (1 + rt�1) dt�1 � qtyt + it +�(kt+1 � kt) + ptct (24)

The technology to produce of home goods is a standard function of the labor

hours and the capital stock:

yt = atF (kt; ht) (25)

where at is an aggregate productivity level.

The two driving forces of the economy are assumed to be the aggregate

technology process and the exogenous terms of trade process where we follow

Mendoza (1995) in allowing for the comovement between domestic and global

shocks by letting domestic productivity and terms of trade to be correlated:

ln qt+1 = �q ln qt + "
q
t+1; "

q
t � i:i:d(0;�2q) (26)
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ln at+1 = �a ln at + "
a
t+1; (27)

"at =  a "
q
t + v

a
t

vat � i:i:d(0;�2v) ; E("
q
t ; v

a
t ) = 0

2.2.3 Foreign Interest Rate Model (M3)

Following Neumeyer and Perri (2005) and Uribe and Yue (2006), the �nal di-

mension we explore incorporates to the standard neoclassic framework the real

e¤ect of perturbations to the real interest rate. The models suggested by these

two works, however, incorporate �nancial frictions that are beyond the scope of

this paper. We take a simpler approach by adding a driving force in the foreign

interest rate.

The debt elastic interest rate is modi�ed to account for a stochastic foreign

interest rate:

Rt = R�t + p(
edt) (28)

where we assume the deviations of R�t form its steady state to follow an

AR(1) process estimated earlier as deviations from steady-state levels:

ln
�
R�t+1=R

�� = �R ln (R
�
t =R

�) + "R
�

t+1; "
R�

t � i:i:d(0;�2R�) (29)

Insert Fig II.1 here

We are now equipped to analyze the potential consequences of model mis-

speci�cation in the identi�cation of the permanent and transitory components

of the technological process. To do so we perturb each one of the alternative

models {M1 � M3} by the additional driving forces embedded on them and

compare them to the benchmark model. This is done in the last three rows of

Fig.II.1.

The second row panels show that a similar pattern as the one obtained with

permanent shocks to trend might arise if a transitory shock is accompanied by

a transitory negative foreign interest rate shock in model M2. This e¤ect is the

result of a combined intertemporal substitution of consumption and investment

that worsen the trade balance share. A dynamic qualitatively similar to the one

plotted in the �rst row of Fig. II.1.
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The third row-panels show that similar dynamics might be generated by a

positive transitory terms of trade shock in model M3. Following this pertur-

bation, the boost in consumption of foreign goods drives up total consumption

share and increases (foreign) investment goods. As a result, we observe a steeper

fall in the trade balance to income ratio, similar as the one observed after a per-

manent technology shock in the benchmark model. A key assumption in this

result comes from assuming a negative correlation between the terms of trade

shocks and the domestic technology process,  a < 0, as the one calibrated in

Mendoza (1995). Lastly, the fourth row depicts the response of a combined

impulse to the transitory technology shock and a negative shock to government

expenditure in model M3. While, in this case the response of investment is a

bit stronger and consumption increases, the trade balance improves.

To sum up, this simple illustration shows that potential misspeci�cation in

the benchmark model coming from excluding other real driving forces, may lead

to a poor identi�cation of the parameters of the underlying productivity process

when using moments from macroeconomic aggregates such as consumption, in-

vestment and net exports. For instance, a researcher that observes a strong

countercyclical trade balance along with increases in consumption an invest-

ment shares may be lead to identify, under the baseline modelM0, a permanent

shock as a cause of these dynamics, while in fact they may be the result of

transitory shocks to the terms of trade and/or the interest rates. Moreover,

these dynamics might also be a¤ected by wedges in consumption induced by

government expenditure perturbation.

To overcome this obstacle in assessing the role of trend growth in developing

countries business cycles dynamics we follow a full-information analysis that

takes each of the models considered as providing a complete statistical charac-

terization of the data. This way the performance of each model will be assessed

on the basis of its entire likelihood function and not just on a subset of impli-

cations conveyed by the collection of moments. More speci�cally, by comparing

the benchmark model (M0) to the three alternatives on a full-information basis

we can have a sense of how far will this model take us in explaining the dynam-

ics of the data observed in developing countries. And, to what extent do the

dynamics implied by other forces help us �t the data better. The next section

describes the estimation methodology to be used.

14



3 ESTIMATION STRATEGY

We follow a Bayesian estimation strategy that has been increasingly used in the

estimation of dynamic stochastic general equilibrium models8 Since our �nal

goal is to compare the performance of the benchmark model against the three

alternatives considered, to be consistent in the comparison we chose to �x the

"deep parameters" depicting preferences and technology across all models and

use Bayesian techniques to estimate the parameters governing the driving forces.

The following sections brie�y describe the estimation technique9 ; the data used;

as well as the baseline calibration for the deep parameters and the choice of

priors for the driving forces�parameters.

3.1 A Bayesian Estimation Approach

Following Schmidt-Grohe and Uribe (2004) each of the models above, in a log-

linearized version, can be written in this canonical form:

x1;t+1 = M (�)x1t + �t+1 (30)

x2;t = C (�)x1;t

where {x1; x2} are the state and control variables vectors, respectively; �t+1
is a vector of structural perturbations; and the matrices M (�) and C (�) are a

function of the parameters, �. This system can be compactly written as a law

of motion equation:

	t+1 = �(�)	t +B�t+1 (31)

On the other hand, having data on a vector Xt, this can be expressed as

a non-invertible linear combination of the state variables in a measurement

equation:

Xt = �	t (32)

where � is a conformable matrix that maps the observable time series of

the observable elements Xt to their theoretical counterparts in 	t. The two

equations are the starting point for a time invariant Kalman �lter with which

8See Ann and Schorfheide (2006) for a good survey of the theory and applications.
9For a textbook explanation of this estiamtion technique see DeJong and Dave (2007).
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one can recursively construct the likelihood function over the T data points of

Xt:

L (X j �) =
QT
t=1 L (Xt j �) (33)

From a Bayesian perspective, the observation of X is taken as given and

inferences regarding � center on statements regarding probabilities associated

with alternative speci�cations on � conditional on X. By satisfying the likeli-

hood principle, the Bayesian approach uses all the information from the data to

make the probability statements on �. Bayes Theorem is used to update our

beliefs about �. Formally:

p (� j X) _ p (�) � L (X j �) (34)

where p (�) represent the prior distribution placed over the driving forces�

parameters of the model, before observing the data. The posterior distribution

then allows us to make probability statements regarding the unknown parame-

ters in our model.

In order to report posterior statistics we need to be able to make random

draws from the posterior distribution for which we will make use of advances in

Monte Carlo Markov Chain (MCMC) theory to get dependent draws from the

posterior distribution, p (� j X). A particularly simple and useful algorithm for

this purpose is the random walk Metropolis Hastings (RWMH) algorithm (see

Ann and Schorfheide (2006) for a detailed explanation) which has been shown

to e¢ ciently draw from the ergodic distribution of p (� j X).
Once p (� j X) is approximated, point estimates as well as con�dence inter-

vals of the parameters in the driving forces can be obtained from the generated

draws. Given that one of our goals is to assess the relative role of permanent

shocks, it will be of particular interest to obtain the posterior marginal dis-

tribution of the two parameters associated to the technological process in the

benchmark model, M0:

p (�
 j X;M0) ; p (�a j X;M0)

More importantly, given that another goal is to assess the performance of

the benchmark model M0 against the other alternatives, it will be of particular
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interest to obtain the marginal data densities of each model considered

p (X jMj) =

Z
�j

p (�j jMj) � p (X j �j ;Mj) d�j ; for j = 0; 1; 2; 3:

which represents the out-of-sample predictive performance of each model

over the observed sample, or the likelihood values of each model given the data.

Forming a Bayes factor as a simple ratio:

BFj =
p (X jMj)

p (X jM0)

one can thus assess the relative performance of the alternative models with

respect to M0.

3.2 Data Description

As mentioned in the Introduction, we use two dataset in our estimations. First a

quarterly dataset is constructed from 1977:QI to 2007:Q2 with the main macro-

economic aggregates: GDP, consumption, investment, government spending and

net exports. Since data on this variables was not collected by a single govern-

ment agency along the entire quarterly period, we used the method by Hill and

Fox (1997) to splice the series10 .

Second, to seriously take the criticism raised by Garcia-Cicco et.al. (2007)

concerning the use of short time series on this type of estimation, we also report

results on an annual dataset from 1925 to 2006 taken from two sources. For

the national accounting data, the Estadisticas Hisoricas de Colombia dataset

was used11 . The rest of the yearly dataset was taken from GRECO (2004).

This dataset ranges up to 2000 so our dataset was updated using various o¢ cial

sources.

The left panels in Figure III.1 plot the main macroeconomic variables, in

per-capita levels, for the two samples. In addition, the right panels in Figure

III.1 plot the time series of the other driving forces that we had been mentioning

on a theoretical basis so far: the terms of trade and the foreign (ex-post) real

10Macroeconomic data was collected by the Departamento Nacional de Planeacion, a central
planning government agency between the period 1977:I 1997:IV. Since 1994 another govern-
ment agency, the Departamento Administrativo Nacional de Estadistica, the statistical bu-
reau, is in charged of collecting the macroeconomic data. The information provided by the two
agencies can be accessed on line at http://www.dnp.gov.co/ and http://www.dane.gov.co/.
11This data could be accessed on-line at http://www.dnp.gov.co/
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interest rate. These were taken from GRECO(2000), the International Financial

Statistics and Global Financial Data.

Insert Fig III.1 here

Because the benchmark model, M0, as well as the other alternative models,

M1 � M3 are driven by two exogenous and independent driving processes -

a transitory technology shock and an additional real driving force-, to avoid

stochastic singularity we can only use two time series to estimate them. Thus,

as our baseline estimation we choose to use the time series of consumption and

trade balance shares: X = {C=Y ;TBY }, because of their rich informational

content emphasized by Aguiar and Gopinath (2007). We will, nonetheless, test

the robustness of our results using other variables as observables.

3.3 Baseline Calibration a Prior Selection

As mentioned above because our �nal goal is to compare the performance of

the benchmark model against the alternatives considered, to be consistent in

the comparison we chose to �x the "deep parameters" depicting preferences and

technology across all models.

The models share eight "deep parameters" in common, {r�; �; 
; !; �; d;  ; �},

determining the long run level of interest rate, the discount factor, the elastici-

ties of labor supply and the consumption through time, the depreciation rate of

capital and the adjustment cost and premium functions. We calibrate r� from

the long-run time series available. Taking the average of the two active real

interest rates in Colombia reported by GRECO (2004) from 1925-2000, yields

a yearly value of 0:06679. Compared to the long run average of the US real

interest rate reported also by GRECO, and equal to 0:0487, this �gure shows

a long-run yearly premium of roughly 2%. In steady state, r� pins down the

discount factor � except for the benchmark model with balanced growth where

we calibrate the long run aggregate growth, 
X , from the time series of output

per capita, which, using the expanded dataset for Colombia between 1925-2005

is equal to 1:0181 .

The parameter 
 governing the intertemporal elasticity of substitution, 1
 ,

has been traditionally calibrated between 1 and 2. As noted by Mendoza (1991),

however, point estimates are controversial, specially in the case of developing

countries given the lack of reliable data. While Prescott (1986) argued that 
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is not likely to be greater than 1, for the case of developing countries di¤er-

ent studies have found it to be higher: 1:72 (Ogaki, et.al., 1996), 2:61 (Ostry

and Reinhart, 1992) and even 5 for the case of Argentina (Reinhart and Vegh,

1995). Thus, indicating the presence of relatively interest-inelastic consumption

growth rates. We will use a value of 2, following Aguiar and Gopinath (2007a).

The parameter !, governing the elasticity of labor supply, 1
!�1 , is perhaps the

hardest one to calibrate for developing countries given the virtual inexistence

of systematic labor market databases. In developed countries studies, this pa-

rameter has been set to match the variability of hours measured in micro-level

studies (Mendoza, 1991). In these studies a point estimate used, for example,

has been ! = 1:455 implying an elasticity of 2:2. While for the Colombian case,

no study that we know of has tried to calibrate or estimate this elasticity, stud-

ies for other developing countries have set a lower elasticity, perhaps motivated

by the higher degree of labor market imperfections observed in these economies.

For Argentina, Neumeyer and Perri (2002) set the elasticity at 1:51 and, in their

calibration of the Mexican economy, Aguiar and Gopinath (2004) set it at 1:66.

We arbitrarily follow the last study and set ! = 1:6.

The lack of reliable data on the aggregate capital stock unable us to get

systematic values for capital depreciation and shares. We therefore use a yearly

value of � = 0:1, which is somewhat standard in both the literature on developed

and developing countries (see Mendoza 1991, 1995, respectively). Following

Schmidt-Grohe and Uribe (2003) we calibrate the steady-state level of debt, d,

so as to match the long-run trade balance-to-income ratio, tby, equal to 2; 8%

using our yearly dataset. We follow the same authors in calibrating  = 0:001,

measuring the sensitivity of the country interest-rate premium to deviations of

external debt from trend12 .

The value of the adjustment-cost parameter, �, has been traditionally cal-

ibrated so as to moderate the variability of capital accumulation in order to

match the standard deviation of investment (Mendoza, 1991). In this case, that

strategy is problematic as the volatility of investment in developing countries

is not moderate. Perhaps for this reason, other studies focusing on developing
countries have used another approach by estimating this parameter. Aguiar and

12To be concrete, in the case of the Canadian economy studied by Schmidt-Grohe and Uribe
(2003), these authors suggest a criterion for calibrating  as to match the sample volatility
of current account-to-GDP. However, as it was documented in the Introduction, a salient
characterisitc of developing countries is the high volatility of this variable, which cannot be
properly matched via a calibration of this parameter. In their study of the Argentinian and
Mexican economies, Garcia-Cicco et.al. (2007) and Aguiar and Gopinath (2004), respectively,
calibrate this parameter to be  = 0:001, in the same way that we proceed.
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Gopinath (2004) and Garcia-Cicco et.al (2007), for example, estimate it in the

order of 3:79 and 0:90. But these estimates are hard to reconcile with values

calibrated for developed countries where the observed volatility of investment is

lower than in developing countries. Moreover, sensitivity analysis on the choice

of this parameter value while generating the impulse responses of Fig. II.1 re-

vealed that small variations of this parameter may have non trivial implications

for the dynamics of the overall economy. We therefore choose to calibrate it

a low and identical value on all models and for that purpose we use Mendoza

(1991) which sets it at � = 0:028.

Labor share in Colombian data was measured by Hamann and Riascos (1998)

to be 0:67 implying a value of � = 0:33. Lastly, in the model with terms of

trade # is calibrated by using the long-run value of imports share which, from

our yearly dataset is 0:12. A summary of the calibration is depicted in Table 5.

Insert Table III.1 Here

With respect to the parameters of the driving forces to be estimated, Table

III.2 summarizes the prior distributions chosen. These priors are guided by

several considerations that re�ect beliefs about the value of the parameters

coming from previous empirical studies or by economic theory. In addition, the

degree of certainty about the predetermined beliefs are set by the tightness of

the priors.

In selecting the priors for the benchmark model, in accordance to the pre-

vious discussion, the most relevant parameters are the degree of volatility of

the transitory and permanent shocks, {�
 ;�a}. As was mentioned in the In-

troduction, previous studies have set the ratio �
=�a to range from 3=2, as in

Garcia-Cicco et.al. (2007) to 4 � 5 as in Aguiar and Gopinath (2007a). We
choose a more conservative ratio of 4=3 and use a rather loose priors. For that

we use a Gamma function de�ned on R+ as is common in the literature. With
respect to the AR coe¢ cients in the two technology processes {�
 ; �A} the ev-

idence is more ambiguous. While Aguiar and Gopinath (2007a) estimate them

to be {0:001; 0:95}, Garcia-Cicco et.al. (2007) �nd estimates of {0:399; 0:006}.

Given this con�icting previous evidence, we chose to set identical and very loose

prior centered around 0:5 within the unit interval on both of them using the

Beta function.

In model M1 we chose the same priors for the parameters in the transitory
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technology shock as we did for the priors in M0. With respect to the parame-

ters governing the government expenditure process, {�G; �G; p}, we form our

priors for the �rst two from Canova (2007) who estimated a similar process for

the U.S. and found a signi�cantly higher volatility in the government spending

process with respect to the technology process, as well as a moderate AR(1)

persistence coe¢ cient of 0:4. Canova found, however, a negative p implying

a countercyclical process, but, as discussed previously, studies on developing

countries have identi�ed a strong procyclical expenditure, which we use as the

basis for a positive prior on this parameter, as indicated in Table III.2.

In model M2, again, we chose the same priors for the parameters in the

transitory technology shock as we did for the priors in M0 and M1. With

respect to the parameters governing the terms of trade process, {�q; �q}, we use

Mendoza(1995) as a source of information to form our beliefs. He calibrates

the AR coe¢ cient to be around 0:4 and a high volatility of 0:01 in developing

countries. Given this and the signi�cant volatility the terms of trade exhibit

in the particular case of Colombia (see Fig.III.1) we set our priors on a higher

volatility as well as a higher persistence of the process. With respect to the

key coe¢ cient capturing the correlation between the technology and terms of

trade processes,  A, we set a prior centered around �0:15, a calibrated value
for developing countries by Mendoza(1995) but with a relatively loose normal

distribution.

Lastly, in model M3, we chose the same priors for the parameters in the

transitory technology shock as we did for the all the other models. We use the

estimated AR(1) process for the world interest rate by Uribe and Yue (2006)

to guide us in forming the priors for the two parameters in the foreign interest

rate {�R� ; �R�} where a high persistence and low volatility are estimated.

Insert Table III.2 Here

4 RESULTS

In this section we present our baseline results using the quarterly dataset from

1977:Q1 to 2007:Q2. We use the time series of consumption and trade balance

shares in the vector of observables, X = {C=Y ;TBY }. We also chose to �lter
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the data by taking log di¤erences to C=Y and linear di¤erences to TBY .

Insert Table IV.1 Here

Table IV.1 reports the prior and posterior means and 90% posterior proba-

bility intervals for the parameter estimates in the benchmark model as well as

in the other three models. The posterior results were taken from a sample of

500,000 draws from the posterior distribution of each model using the RWMH

algorithm13 . Out of this sample 10% was burned and to reduce the degree of

autocorrelation of the draws we took every 100th draw leaving us with a sample

of 4,500 draws. Convergence of the Markov chain was tested on each parameter

by calculating Geweke�s separated mean test, whose statistics are reported in

the last column of Table IV.1.

The most important result is given in the �rst two rows where, as can be

seen, the estimated volatility of the permanent component is lower than that of

the transitory component yielding a ratio �
=�a = 4=5 even lower than the one

observed by Garcia-Cicco et.al. and in sharp contrast to the predominant role

given to the permanent component in Aguiar and Gopinath (2007a, 2007b). A

closer look at this result is given in Figure IV.1 where the prior and posterior

distributions for both parameters are plotted. As can be observed, the mode of

the posterior distribution for �a is located to the right of the one for �
 despite

the fact that the priors were set the other way around, indicating a large degree

in which the data, not the prior choices, is driving the estimation. Nonetheless,

this is not what happened for the estimation on the AR coe¢ cients of the two

shocks since the posterior pretty much reproduces the prior.

Insert Fig. IV.1 Here

In order to assess the performance of the benchmark model M0 against

the other alternatives, Table IV.2 presents the marginal densities of each model

considered. A surprising result is that the benchmark model yields a consistently

lower likelihood values given the data when compared to each of the other three

alternatives, while model M1 is the one with the best relative performance.

13The �rst order approximation and solution of the models are all done by adapting the
MATLAB routines provided by Stephanie Schmitt-Grohe and Martin Uribe. The RWMH
algorithm was performed in MATLAB adapting the routines generously provided by John
Landon-Lane. The codes used in this research as well as the entire dataset are available upon
request.
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Insert Table IV.2 Here

To sum up, this section found two important results. First, a full-information

based estimation of the neoclassic growth model augmented by growth shocks

does not attribute the predominance of these shocks that Aguiar and Gopinath

(2007a, 2007b) �nd. Second, the data does not seem to favor this model when it

is compared to other alternatives where real driving forces other than transitory

and permanent technology shocks come into play. The next section veri�es the

robustness of these two results.

5 ROBUSTNESS ANALYSIS

The robustness analysis performed in this section is done in four dimensions.

First, we investigate whether the results of the previous section hold if the

models are estimated on longer or shorter periods. Second, we use other macro-

economic time series in the vector of observables. Third, we modify the choice of

priors to get a sense of how much they might potentially be driving the posteriors

densities. Fourth, we run the baseline estimation with Hodrick-Prescott-�ltered

data to verify that the results are not driven by very high frequency �uctua-

tions. Lastly, we conjecture a hypothesis as to why the baseline model fails to

reproduce the data.

5.1 Alternative Dataset Range

As a �rst robustness check we take seriously the criticism raised by Garcia-Cico

et.al. (2007) that in order to get a more accurate estimation of the relative

weights of the growth component one should estimate the model with longer

dataset. For that purpose we estimate the model on the yearly dataset cover-

ing the period 1925-2006. As an additional robustness check on our quarterly

results and in order to estimate the model on a non spliced dataset (see Data

Description section), we also run the model on our quarterly dataset period

1994:Q1-2007:Q2.

Insert Fig. V.1 Here

As can be observed in Figure V.1, the results still do not attribute the

predominance of the growth shocks, implying a ratio �
=�a < 1, regardless of
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the sample period, and even lower in the yearly long sample. In addition to this,

the model comparison results presented in Table V.1, show that any of the two

alternative dataset does not favor the benchmark model when it is compared

to other alternatives. Interestingly, while model M1 continues to outperform

the other models on the shorter quarterly dataset, it is model M2 that �ts the

data better when the longer period is considered. This results goes in line with

previous studies that have attributed a relevant role of term of trade shocks in

accounting for the business cycle in Colombia (see Cardenas, 1992).

Insert Table V.1 Here

5.2 Alternative Observable Vector

As mentioned earlier, a limitation of full-information analysis is the problem of

stochastic singularity which we avoided by using only two time series as our base-

line estimation of consumption and trade balance shares: X = {C=Y ;TBY }.

We will now check the robustness of our baseline results using additional macro-

economic data on GDP, aggregate consumption, and investment. With these

data, we form four pairs of time series, {C;TBY }, {C;Y }, {I;Y }, {I;C}, on

which we run the models. Once more, all variables a rendered stationary by

log-di¤erencing them.

As can be observed from the results on model comparison presented in Table

V.2, the model with interest rate perturbations outperforms the other models

when investment data is used in the observables vector. More importantly, the

second baseline result still holds as the benchmark model M0 continues to be

rejected by the data in favor of the other alternatives.

Insert Table V.2 Here

5.3 Alternative Priors

The �rst of the two baseline results, that the estimated volatility of the perma-

nent component is lower than that of the transitory component, i.e. �
=�a =

4=5, might potentially be driven by the prior choices. Indeed, the prior over this

ratio was set at 4=3, which might be too conservative compared to the value of
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roughly 4-5 found by Aguiar and Gopinath (2007a). To investigate if the con-

servative choice of priors might be driving this result we set as prior a ratio of

4. Also, we set the prior of the AR coe¢ cients in the two technology processes

that these authors �nd. A summary of the new prior distributions is given in

Table V.3.

Insert Table V.3 Here

The benchmark model is then re-estimated across the three dataset we have

been used so far, using consumption and trade balance shares as observable time

series: X = {C=Y ;TBY }. The results for the big quarterly dataset are reported

in the right half of Table V.3 and the plot of the prior and posterior distributions

for the two volatilities are given in Fig. V.2. As can be observed, the result

that the estimated volatility of the permanent component is lower than that of

the transitory component is pervasive. In addition, the model continues to be

outperformed by the alternative models, as is presented in Table V.4.

Insert Fig. V.2 Here

Insert Table V.4 Here

5.4 Alternative Filtering Technique

Up to this point all non stationary data used as observables in X has been

transformed by log-di¤erences. This transformation is used in order to allow

as much information on the low frequency components of the data as possible.

However, it may also be including much noise from very high frequency data

than what is commonly assumed at business cycle frequencies. If this is the case

then it may be biasing the results in favor of a high transitory component. To

evaluate this potential bias we run the baseline estimation on Hodrick-Prescott

�ltered data. The results of this robustness check are presented in table V.5

and, as can be observed, no di¤erences emerge with respect to the baseline case.

Insert Table. V.5 Here
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5.5 Why does the Benchmark Model fail? A Conjecture

The analysis made in this section con�rms the robustness of the �nding that the

neoclassic growth model augmented by growth shocks performs poorly when it

is compared to other alternatives where real driving forces other than transitory

and permanent technology shocks come into play. Which indicates that growth

shocks are not receiving the predominance that the baseline model by Aguiar

and Gopinath (2007) assigns. But why does this baseline model fail so badly?

Given that the alternative models we use are highly simpli�ed and that we

believe more elaborated models should be considered when modeling business

cycles in developing economies, a thorough analysis of this question goes be-

yond the scope of this work. Nonetheless, we try to o¤er a conjecture based

upon observing the time series on the two main driving forces embedded in the

alternative models favored by the data. Fig. V.3 plots the annual data on the

�scal de�cit share and the terms of trade index from 1925 in Colombia taken

from Junguito and Rincon (2007) and GRECO (2004). As can be observed,

a signi�cant volatility of the terms of trade was present through out the cen-

tury until the mid 70s, while, simultaneously a progressive deterioration of the

public sector de�cit has been increasing ever since, mainly driven by increasing

public spending (Junguito and Rincon, 2007). A bold conjecture is, therefore,

that the business cycle in Colombia may have been in�uenced by these two dy-

namics. This in�uence, in turn, may have generated dynamics in the aggregate

macroeconomic time series that are better captured by model 1, on a quarterly

dataset, and by model 2 on a yearly and longer dataset. We leave the study of

this conjecture for future research.

Insert Fig. V.3 Here

6 CONCLUDING REMARKS

There exists a consensus regarding the di¤erences in the business cycle patterns

in developing and developed economies. Where a consensus does not seem to be

emerging is on the proper model that can account for these di¤erences. While

some studies argue that a standard RBC model, expanded to allow the presence

of permanent shocks to the technology trend, is enough to properly model busi-

ness cycles in developing economies, others present con�icting evidence based
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on dataset covering longer periods and/or stress the role of other real driving

forces.

We contribute to this debate by exploring the business cycle properties of

a developing -and "tropical"- economy. Our approach is more ambitious in the

sense that not only we test for the presence of permanent shocks to the technol-

ogy trend but we also compare the performance across other modi�cations to

the benchmark case by incorporating other potential real impulses. In addition

to this, our test is based on full-information analysis, unlike previous studies.

Our results can be summarized in two parts. First,we don�t �nd the growth

shocks to be as relevant in explaining business cycles as other studies have found.

Second, the data does not seem to favor a model driven solely by technology

shocks when compared to other alternatives where real driving forces other than

these impulses come into play. These two results are robust to modi�cations in

the range and type of macroeconomic data used, as well as the choice of priors,

and �ltering techniques.

We are thus skeptic as to whether business cycles in developing economies

can be modeled with a standard RBC model augmented solely by permanent

shocks to trend. We hope that our �ndings help stimulate more research into

more elaborated models of the business cycles that incorporate a variety of other

real driving forces with the dynamics necessary to better �t the data we observe

in these economies.
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Emerging Markets Developed Markets

s.d.(Y) 2.74 1.34
s.d.(C)/s.d.(Y) 1.45 0.94
s.d.(I)/s.d.(Y) 3.91 3.41

s.d.(TB/Y) 3.22 1.02
corr(TB/Y,Y) ­0.51 ­0.17

corr(C,Y) 0.72 0.66
corr(I,Y) 0.77 0.67

Table I.1: Moments in Emerging and Developed Markets

Source: Aguiar and Gopinath (2007a). The pool of emerging markets does
not include Colombia. The s.d.(X) and corr(X) stand for the standard
deviation and correlation. Y stands for income, C for consumption, I for
investment and TB for the trade balance.

Quarterly Data:
1977:I ­ 2007:II

Yearly Data:
1925 ­ 2006

Quarterly Data:
1994:I ­ 2007:II

s.d.(Y) 1.63 2.60 1.78
s.d.(C)/s.d.(Y) 1.02 2.02 1.07

s.d.(Cnd)/s.d.(Y) n.a n.a 0.69
s.d.(I)/s.d.(Y) 8.19 6.04 6.38

s.d.(Id)/s.d.(Y) n.a n.a 5.04
s.d.(TB/Y) 2.59 2.94 1.59

corr(TB/Y,Y) ­0.36 ­0.53 ­0.77
corr(C,Y) 0.80 0.61 0.91
corr(I,Y) 0.52 0.58 0.84

Table I.2: Moments in Colombian Economy

Source: See Data Appendix. "Cnd " and "Id " stand for Consumption of non­
durable goods and Investement plus durable goods consumption.
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Table III.1: Benchmark Calibrated Parameters (Yearly Freq.)

r� 0:067


 2:000

! 1:600

� 0:100

tby 0:028

 0:001

� 0:028


X 1:018

� 0:330

# 0:120

Table III.2: Priors

Model Name Domain Density Para(1) Para(2)

M0 �A R+ Gamma 0:5171 5:8020e� 004
�
 R+ Gamma 0:7116 5:6215e� 004
�A [0; 1) Beta 2:000 2:000

�
 [0; 1) Beta 2:000 2:000

M1 �A R+ Gamma 0:5171 5:8020e� 004
�G R+ Gamma 15:2027 0:0019

�A [0; 1) Beta 2:000 2:000

�G [0; 1) Beta 7:4216 18:7293

p [0; 1) Beta 3:4563 4:0919

M2 �A R+ Gamma 0:5171 5:8020e� 004
�q R+ Gamma 23:6692 0:0026

�A [0; 1) Beta 2:000 2:000

�q [0; 1) Beta 31:2913 17:3506

 A R Normal �0:1560 0:0500

M3 �A R+ Gamma 0:5171 5:8020e� 004
�R� R+ Gamma 5:6683 0:0016

�A [0; 1) Beta 2:000 2:000

�R� [0; 1) Beta 50:7791 6:9310
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Model_(0) Model_(1) Model_(2) Model_(3)
Marginal Densities 324.67 616.87 513.87 531.61
(Log of) Bayes Factor 0.00 292.20 189.19 206.93

Table IV.2: Bayes Model Comparison
X = { C/Y ; TBY } ;  Quarterly Data: 1977:I­2007:II

Table IV.1: Prior & Posterior Distributions

Model Name Prior Posterior

Mean 90% Interval Mean 90% Interval Geweke Test

M0 �A 0:0003 [0:00000:0011] 0:0005 [0:0004 0:0007] 0:313

�
 0:0004 [0:0000 0:0014] 0:0004 [0:0004 0:0005] 0:668

�A 0:5000 [0:1341 0:8655] 0:5069 [0:0458 0:9492] 0:725

�
 0:5000 [0:1341 0:8655] 0:5009 [0:0468 0:9497] 0:202

M1 �A 0:0003 [0:0000 0:0011] 0:0005 [0:0004 0:0006] 0:790

�G 0:0290 [0:0179 0:0421] 0:0453 [0:0379 0:0538] 0:264

�A 0:5000 [0:1341 0:8655] 0:2263 [0:1894 0:2616] 0:790

�G 0:2835 [0:1533 0:4329] 0:1635 [0:0902 0:2457] 0:264

p 0:4569 [0:1795 0:7475] 0:4443 [0:1421 0:7704] 0:144

M2 �A 0:0003 [0:0000 0:0011] 0:0005 [0:0002 0:0011] 0:001

�q 0:0613 [0:0424 0:0840] 0:0006 [0:0005 0:0008] 0:152

�A 0:5000 [0:1341 0:8655] 0:2275 [0:1803 0:2710] 0:677

�q 0:6442 [0:5291 0:7518] 0:5541 [0:4466 0:6673] 0:001

 A �0:1567 [�0:238� 0:075] �0:1525 [�0:2295� 0:0748] 0:988

M3 �A 0:0003 [0:0000 0:0011] 0:0004 [0:0003 0:0005] 0:555

�R� 0:0091 [0:0039 0:0158] 2:2e� 009 [1:7e� 009:8e� 009] 0:305

�A 0:5000 [0:1341 0:8655] 0:0098 [0:0055 0:0140] 0:418

�R� 0:8805 [0:8045 0:9417] 0:9439 [0:9051 0:9781] 0:551

Table V.3: Alternative Priors for M 0 & Posterior Distributions. Q.Data, 77:I-07:2

Model Name Prior Posterior

Mean 90% Interval Mean 90% Interval Geweke Test

M0 �A 0:0003 [0:0000 0:0016] 0:0006 [0:0004 0:0007] 0:7133

�
 0:0014 [0:0000 0:0038] 0:0004 [0:0004 0:0005] 0:3557

�A 0:9500 [0:9186 0:9745] 0:9557 [0:9263 0:9785] 0:7133

�
 0:0100 [0:0047 0:0169] 0:0086 [0:0037 0:0151] 0:3557
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Model_(0) Model_(1) Model_(2) Model_(3)

Marginal Densities 72.63 74.46 228.68 185.78
(Log of) Bayes Factor 0.00 1.83 156.05 113.15

Marginal Densities 174.03 312.81 211.00 203.88
(Log of) Bayes Factor 0.00 138.78 36.97 29.86

X = { C/Y ; TBY } ; Yearly Data: 1925­2006

X = { C/Y ; TBY } ; Quarterly Data: 1994:I­2007:II

Table V.1: Bayes Model Comparison. Alternative Dataset Range

Model_(0) Model_(1) Model_(2) Model_(3)

Marginal Densities 216.48 617.65 496.69 524.81
(Log of) Bayes Factor 0.00 401.18 280.21 308.33

Marginal Densities 555.87 581.83 522.25 511.73
(Log of) Bayes Factor 0.00 25.96 ­33.62 ­44.14

Marginal Densities ­565.40 ­53.85 263.57 325.16
(Log of) Bayes Factor 0.00 511.55 828.97 890.56

Marginal Densities 54.72 ­150.15 287.23 321.98
(Log of) Bayes Factor 0.00 ­204.87 232.51 267.27

Table V.2: Bayes Model Comparison. Alternative Dataset

X = { I ; C }  Quarterly Data: 1977:I­2007:II

X = { C ; TBY }  Quarterly Data: 1977:I­2007:II

X = { C ; Y }  Quarterly Data: 1977:I­2007:II

X = { I ; Y }  Quarterly Data: 1977:I­2007:II
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Model_(0) Model_(1) Model_(2) Model_(3)

Marginal Densities 323.65 616.87 513.87 531.61
(Log of) Bayes Factor 0.00 293.22 190.21 207.95

Marginal Densities 83.49 74.46 228.68 185.78
(Log of) Bayes Factor 0.00 ­9.03 145.19 102.29

Marginal Densities 172.61 312.81 211.00 203.88
(Log of) Bayes Factor 0.00 140.20 38.39 31.28

X = { C/Y; TBY } ; Quarterly Data: 1977:I­2007:II

X = { C/Y; TBY } ; Yearly Data: 1925­2006

X = { C/Y; TBY } ; Quarterly Data: 1994:I­2007:II

Table V.4: Bayes Model Comparison. Alternative Priors

Model_(0) Model_(1) Model_(2) Model_(3)
Marginal Densities 439.41 672.71 562.31 545.60
(Log of) Bayes Factor 0.00 233.30 122.90 106.20

X = { C/Y ; TBY } ;  Quarterly Data: 1977:I­2007:II
Table V.5: Bayes Model Comparison. HP­Filtered Data
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Fig. II.1: Impulse Response Functions
Response of TB/Y Response of C/Y Response of I/Y
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Figure III.1: Yearly and Quarterly Colombian Data
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Figure IV.1 Quarterly Prior and Posterior Densities (77:I­07:II):
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Figure V.1: Yearly and Quarterly Prior and Posterior Densities:
Yearly: Transitory Shock
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Figure V.2: Prior and Posterior Densities with alternative priors:
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Figure V.3: Terms of trade and Public Deficit in Colombia, 1925­2006:
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