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1 Introduction

It is often believed that information cannot hurt and, in general, helps individuals make
better decisions. For example, providing information about performance can correct the
tendency that most people have to overestimate their absolute and relative abilities when
solving a task in the lab (e.g., Hoelzl & Rustichini, 2005; Moore & Healy, 2008) or when
making subjective assessments (e.g., Svenson, 1981; Englmaier, 2006). Outside of the lab,
providing information to correct biased beliefs has the potential to avoid sub-optimal de-
cisions. However, only a handful of studies examine the effect of this approach in real-life
settings.! Moreover, little is known about how correcting beliefs may have unintended con-
sequences if some individuals are hurt by the content of the information received.? Consider-
ing that many institutions today already provide some sort of relative performance feedback
(e.g., ranking of students in schools), examining the effects of this type of policy in real-life

scenarios becomes imperative.

This paper examines the effects on beliefs, performance and academic decisions of pro-
viding relative performance feedback to students. I focus on a high-stakes context where
relative performance beliefs are particularly consequential - college entrance exams - and
aim to answer the following two questions: How do beliefs, academic investments, perfor-
mance, and choices change when students learn about their relative performance? And,
are beliefs elicited using an incentive compatible task coherent with the beliefs revealed by
real-life behavior? To answer these questions, I use field and lab-in-the-field experiments,
and administrative data of 440 students preparing for a college entrance exam at a test
preparation institute in Colombia® to find impacts on the following outcomes: (i) evolution

of beliefs over time, (ii) academic investments, (iii) performance, and (iv) academic decisions.

To shed light on the average effect of receiving feedback for students of different ability

levels T use two experimental approaches. My first empirical strategy relies on randomly

Tn the education context, Bobba and Frisancho (2016) and Gonzalez (2017) elicit absolute performance
beliefs regarding a mock exam and provide information on actual performance. Dizon-Ross (2018) elicits
parents’ beliefs about the performance of their children and provides them with clear information about
their kids’ school performance. These studies find that correcting beliefs affects individuals’ decisions.

2Relative performance feedback generally has positive effects on effort in lab settings (Gill et al., 2016;
Eriksson et al., 2009; Kuhnen & Tymula, 2012), as well as on academic performance (Tran & Zeckhauser,
2012; Azmat & Iriberri, 2010, 2016; Bandiera et al., 2015; Jalava et al., 2015). Recent evidence has started
to show that relative performance feedback may have negative effects on academic performance (Murphy &
Weinhardt, 2018; Azmat, Bagues, Cabrales, & Iriberri, in press).

3This institute offers preparation courses for standardized exams and is similar to institutions in the U.S.
preparing students for the SAT, GRE, etc.



assigning students taking the test preparation course to receive feedback about their relative
performance in weekly practice tests. I leverage the institute’s practice test performance re-
port to deliver this treatment. Specifically, the treatment provides students information on
which quartile they lie in based on their math and reading scores. By comparison with their
reported beliefs, this information also allows students to know how precise they are in pre-
dicting their relative performance. Students assigned to the treatment group receive feedback

over the course of the whole experiment while control students only see their absolute scores.

To study belief updating, my second approach embeds a weekly lab-in-the-field exper-
iment into the main experiment. I adapt an incentive-compatible mechanism in the spirit
of Mobius et al. (2011) to elicit beliefs regarding relative performance in practice tests from
treatment and control students. Specifically, I ask students to assign probabilities of being
in each of the four quartiles of the math and reading practice-test score distributions after
each practice test.* I re-elicit their beliefs regarding their performance on the same practice
test after they learn their absolute scores and treated students receive a “signal” indicating

whether their scores are above or below the median.

My first finding is that bottom performers in the preparation course make adjustments to
their academic investments, in response to learning that they lie in the lower end of the per-
formance distribution. Poor performers seem discouraged by relative performance feedback.
Even though most treated students exert similar levels of effort and are equally likely to
take practice tests than control students, students in the bottom quartile of initial practice
test performance invest less in preparing for the entrance exam. Self-reported weekly hours
of independent study fall by about 30 percent in math and reading in the bottom quartile.
Information from the institute’s administrative records shows that participation in weekly

practice tests also falls by 5.2 percentage points from a base of 96 percent in the control group.

My second finding is that the discouragement effect is so strong that it even dissuades
some students from taking the college entrance exam they are preparing for. Using admin-
istrative data from university records, I am able to observe who takes the exam and which
major(s) they declare. Again, low-performers receiving feedback are the most discouraged.
Those who were at the bottom of the distribution of scores within the test preparation
course are 11 percentage points less likely to take the exam that similar students in the

control group. What is most surprising is that there is also a negative effect on exam-taking

4Quartiles are computed using scores of all students enrolled in the same preparation course even if they
are not participating in the study.



rates among high-performing students. Students who were in the top quartile of initial prac-
tice test performance are 5.8 percentage points less likely to take the exam than control

students of the same ability.

The effect of providing relative performance feedback on the probability of taking the
entrance exam lasts through the next college admission cycle. Students who decided not to
take the exam right after finishing the preparation course may postpone taking the exam if
they feel that they are not well prepared for the major they intend to apply to. University
records from the following entrance exam shows that top- and bottom-performing students
receiving feedback are more likely to never register for either of the two admission cycles

than students of similar ability in the control group.

Among those who take the exam, I can compare students’ intended major reported in a
midline survey to the major they actually declared when registering for the entrance exam. I
find that, consistent with learning their ability, bottom performers are 25 percentage points

more likely to switch to an easier major relative to no one changing in the control group.

Third, I find that there are no statistical differences in admission rates or performance in
the entrance exam across treated and control groups. This suggests that there is a change in
the composition of the students who decide to take the entrance exam. In fact, comparing
the practice test scores of students who take and do not take the entrance exam, I find that
the highest and lowest performers are those who choose not to take the entrance exam. In
the first case, I present evidence that those who decide not to take the exam were not scoring
lower than other treated or control students in the initial practice test but have lower scores
in subsequent practice tests. Hence, not taking the exam is a rational decision based on
their weak performance. In the case of top performers, the evidence suggests that they may

be eligible for scholarships and may have better outside options in general.

Even though performance in the entrance exam does not differ statistically by treat-
ment, the treatment group experiences a small negative effect on math and reading scores
in practice tests. Consistent with lower investments in study time, bottom performers have
about 1.8 and 1.3 fewer correct questions in math and reading, respectively, across all tests.
Treated students in quartile 2 also perform worse in practice tests, which can reflect the

anxiety generated by learning that they are located at the bottom of the top group.

Fourth, given the substantial gender differences found in competitiveness (Niederle &



Vesterlund, 2007), college major choices (Buser et al., 2014; Reuben et al., 2015; Buser et
al., 2017) and reactions to losing (Alan et al., 2016; Buser & Yuan, 2016), I study how my
treatment affects men and women differentially. Women do not give up their preparation
for the exam when they receive feedback, that is, they do not adjust their investments.
However, they are less likely to take the entrance exam and to take the entrance exam in
the next admission cycle than control women. Men in the bottom quartile, on the other
hand, study less and take fewer practice tests than men in the control group. They also
adjuct their decision to take the exam but to a less extent. Speaking to the literature on
gender differences in high-stakes test performance (Ors et al., 2013; Cai et al., 2016), despite
similar performance in practice tests, men outperform women in the entrance exam and are
substantially more likely to gain admission. Overall, the effect of feedback reduces effort but
not performance among low-performing men, and discourages high-performing women from

taking the entrance exam.

Having established that feedback had substantial effects on students’ decisions, I now
turn to the question of whether the beliefs students report in the lab-in-the-field experi-
ments are consistent with the beliefs revealed from their observed actions. Top performers
receiving feedback are about 30 percent more likely to be accurate in predicting their relative
performance relative to the control group across all rounds. Because they know they are at
the top of the distribution and reflect this knowledge in the incentive compatible task, it
could be expected that they are at least as likely to take the entrance exam as students in
the control group. This is because the feedback is providing them additional clues about
their probability of gaining admission. In the case of bottom performers, there are no differ-
ences between the beliefs reported by students in the treatment or the control group, which
suggests that students in this quartile may have not internalized the information provided.
Thus, it could be expected that there were no differences in exam taking rates between
treatment and control. However, I find that students in these two quartiles make decisions
that would be expected from individuals who internalize the information received through
feedback.

This paper contributes to four bodies of work in education and experimental economics.
First, a recent literature studies how correcting beliefs about academic performance improves
decision making of students (Bobba & Frisancho, 2016; Gonzalez, 2017) and parental invest-
ments in their kids (Dizon-Ross, 2018). T contribute to this literature by adding the dynamic
dimension on belief elicitation and feedback provision, the relative instead of absolute na-

ture of the feedback, and by connecting beliefs elicited with an incentive compatible task



commonly used in the lab with real-life behavior. Second, this paper adds to the research
finding inconclusive results of providing relative performance feedback on grades (Azmat &
Iriberri, 2010, 2016; Bandiera et al., 2015; Azmat et al., in press; Murphy & Weinhardst,
2018) by shedding light on which students are hurt by feedback and by highlighting other
margins in which students are affected. I find that low performers get discouraged and reduce
effort, and that relative performance feedback may affect other margins besides academic
performance such as the decision to take a college entrance exam and college majors choices.
Third, this paper contributes to the large literature studying the effect of feedback provision
in the lab (e.g. Gill et al., 2016; Azmat & Iriberri, 2010, 2016) that finds that individuals
exerting more effort when feedback is provided and greater responses from individuals at the
extremes of the performance distribution. I add to this literature by showing that feedback
affects important real-life outcomes and that the direction of the effects is not the same as in
the lab. Finally, my paper contributes to the literature studying information processing in
the lab (e.g. Eil & Rao, 2011; Grossman & Owens, 2012; Mobius et al., 2011; Ertac, 2011)

by linking responses using a lab task with real-life behavior.

Lastly, my findings shed light on ways policy makers can improve students’ outcomes.
Many schools around the world provide information of the ranking of students within their
class. This paper shows that students at the bottom of the distribution can be especially
discouraged by such news. On the other hand, this paper also establishes that feedback
helps align students’ decisions with their abilities, which is likely to have positive benefits for
the students themselves and for society. Therefore, policy makers who care about the po-
tential psychological effects associated with discouragement face a tradeoff. They can avoid
informing students with the possible consequences that they keep blindly investing in taking
an exam that is very unlikely that they will pass. Or they can provide information with
the risk that some of them will be discouraged from even trying. A full accounting of these
considerations should be incorporated when discussing alternatives for providing feedback in

an education setting.

This paper proceeds as follows. Section 2 describes the context and experimental design.
Section 3 presents summary statistics and balance of characteristics. Section 4 presents the

main findings. Section 5 presents heterogeneous effects by gender, and Section 5 concludes.



2 Context and experimental design: Eliciting students’

beliefs and observing decision making in the field

To study decision making and beliefs, I conduct a field experiment with students preparing
to take a high-stakes college entrance exam in Colombia. Over the course of 10 weeks, I elicit
beliefs from all students about relative performance in practice tests. To test how beliefs
and actions change when students receive feedback regarding their relative performance, I
divide the sample in treatment and control groups. In 8 of the 10 weeks, I provide feedback

about the exact quartile the students’ scores fall in to the treatment group only.

2.1 College entrance exams in Colombia

In many developing countries, admissions to highly-selective public universities are based on
a single factor: the score in a college entrance exam. For many students, especially those
coming from low socio-economic backgrounds, such schools are their only chance of earning
a college degree. Because tuition at public universities is free or highly subsidized, earning

a slot is extraordinarily hard.

In Colombia, students graduating from high-school who are willing to enroll at a public
university are required to take a university-specific college entrance exam. Every university
designs its own exam, grades it, and admits students according to a pre-established mech-
anism for slot assignment. The number of slots by major is fixed and announced before
the exam takes place. Universities administer the entrance exam once per semester, that is,
there are two rounds of admissions per calendar year. For admission, universities require the
entrance exam score but no letters of recommendation, high school GPA, or scores in the

national standardized test.

Admissions at universities using college entrance exams is highly competitive. The stu-
dents of my sample are preparing for the entrance exam at Universidad de Antioquia. This is
a regional university considered to be the second best public university in Colombia. It offers
about 100 different majors in several campuses, the most selective of which is the Medellin
campus. Every calendar year, the entrance exam takes place in April and September. The
exam contains 80 questions divided between math and reading, and students have three
hours to solve all questions. The scores of the two sections are averaged and the global score
is then standardized to obtain a score between 0 and 100. To be eligible to compete for a

slot, an applicant needs a minimum standardized score of 53 points for the Medellin campus



and 50 for other campuses.

Gaining admission at Universidad de Antioquia is a combination of the overall score in
the entrance exam and the majors students declare. Even though everyone takes the same
exam in a given admission cycle, the competition every student faces is different because it
depends on which one or two majors they declare when they register for the exam. In this
sense, despite having high scores, if students choose a very competitive major, it is likely
that they do not gain admission. Overall, admission rates are around 10 percent but this
varies substantially by major. At the Medellin campus in the April, 2018 admissions cycle,
21 of the 83 majors offered had admission rates below 5 percent. The five majors with lowest
admission rates were: Surgical instrument processing (1.9 percent), nursing (2.1 percent),

psychology (2.1 percent), medicine (2.2 percent), and nutrition and dietetics (2.3 percent).?

The slot assignment mechanism takes two pieces on information into account: the overall
score in the entrance exam and the major(s) selected by the applicant. The university allows
applicants to select up to two academic programs to which they would like to be admitted.
Importantly, this choice happens before the student takes the exam and knowing very little
about potential competitors. To give an example of how the slot assignment mechanism
works, in the semester in which this study takes place (first semester of 2018), there were
139 slots for medicine and about 6,300 students who declared this major as a first or second
choice. After grading the exam, the university ranks the scores of all students who declare
medicine as a first choice and starts assigning slots going down the list until filling all of
them. For any remaining slots, the university selects applicants among those who selected

medicine as a second option.

Given the competitiveness of this exam, there are many institutes offering courses to help
prepare students. The institutes mainly offer in-person courses lasting from 1 to 3 months on
average. An online search of preparation courses for the Universidad de Antioquia entrance
exam results in at least 10 of such institutes in the city of Medellin. Assuming an average
of 1,000 students enrolling in these courses per admission cycle, at least 10,000 applicants
are going through one of these courses every semester. The number of applicants for the
April exam is around 35,000 while for the September exam it is 50,000. So, not less than

20 percent of applicants are obtaining some sort of exam-specific preparation every semester.

To conduct this study, I partnered with one of the most renowned test preparation in-

5Information on programs offered, cutoff scores and number of applicants can be found here.


http://portal.udea.edu.co/wps/portal/udea/web/generales/interna/!ut/p/z0/fY-xDoIwFEV_BQbHphUNwkiIMSFMmhjoYl7oi1ZLC7QYPt-iMri43XNyc18e5bSiXMNTXsFJo0F5rnl8SdI8WmdbVh6ORc6yOM_2u9O5jJKIFpT_L_gFee97nlHeGO1wcrTqzOBAjQJhxcD-0s20uGS0bhQShg93YMNmE0IaQKAgWErvVS2FsTMpaR0Is2L9iAQtQUW-iggkjT_ltZ41TtD65C2IVlr_L-0evH4Bg3cTcQ!!/

stitutes in Colombia. This choice of sample has the advantage that it is known that all
students at the institute are willing to take the exam which is not straightforward when
sampling from high schools. The institute allowed me to contact all students enrolled in
the preparation course taking place from January to April, 2018. In total, 1,045 students
consented to participate in the study. Students enrolled in this course attend 4 three- hour
classes per week covering the two exam subjects. Besides classes, every Monday, students
take a full-length practice test that is supposed to simulate the actual exam. There were
11 practice tests in total administered either in-person or online. Besides the lectures and
practice tests, students obtain a workbook with practice questions, online materials and a
performance report after each practice test. The cost of this course is around COP 1,000,000

(US$330), which is equivalent to 1.5 times the monthly minimum wage.

For the intervention, the test preparation institute allowed me to survey the students,
modify the performance reports, and provided administrative data. Details on the exact

modifications to the performance reports are in the next subsection.

2.2 Experimental design and timeline

The experimental design consists of two parts: (i) I collect relative performance beliefs in
practice tests from all participants in a weekly lab-in-the-field experiment, and (ii) I provide
relative-performance feedback to a randomly selected sample of students preparing to take
a college entrance exam at a test preparation institute in Medellin, Colombia. After each
practice test students take as part of the preparation course, I elicit probabilities of falling in
each of the four quartiles of the math and reading practice-test score distributions. I mod-

ify the institute’s results report to provide relative performance feedback to treated students.

Admission is determined by the exam performance relative to other test takers. Hence,
having access to relative comparisons can provide useful information to students beyond
the absolute scores in practice tests that the institute already provides. Ideally, students
would compare themselves to all other students who will declare the same major in the
semester they will be taking the exam. Unfortunately, only the university knows who will
be taking the exam and which majors they declare, and they get access to this information
about one month before the exam is administered. One way to provide this type of relative
performance information is by comparing students’ performance within the test preparation

institute, which is the basis of my design.



To deliver the relative performance feedback, I separately compute quartiles of the math
and reading practice test score distributions. The quartiles are calculated based on the
scores of all students taking the same preparation course, regardless of participation in the
study. To circumvent the problem of ties in practice test scores that may lead to quartiles
of unequal sizes, students who are in the limit between two quartiles are randomly assigned

to one or the other.

Sample selection: The study worked with one of the most renowned test preparation
centers in Colombia. All students enrolled in the first cohort of the course offered between
January and April, 2018 received a visit during the first week of classes. In that visit, they
were told about the study and signed a consent form indicating whether they wanted to par-
ticipate. To promote student participation, the consent form explained that there would be
raffles of cash prizes every week among students who answered the surveys. Besides explain-
ing the study in general terms and collecting information about willingness to participate,
the consent form included a question about having taken the college entrance exam in the

past, which is one of the key stratification variables in my randomization procedure.

Of the nearly 1,200 students enrolled in the institute for a preparation course for admis-
sion at Universidad de Antioquia, 1,045 accepted to participate in the study. In Section 3, I
will show that the actual sample size is much lower because some students did not actively

participate in the study.

Randomization: Of the 1,045 students who consented to participate, I randomly as-
signed half of them to a treatment group that received weekly relative-performance feedback
in the two subjects covered by the exam. To reduce sample variability and to conduct het-
erogeneity analysis, the randomization was stratified based on gender, whether they had
taken the exam in the past, quartile in the initial practice test, and type of course they were
enrolled in (morning, afternoon / evening, weekends, pre-medicine, joint preparation for two

entrance exams at diffferent universities).

The randomization was performed at the individual level because the performance re-
ports are customized for every student and also to increase power. Students are organized in
classrooms at the beginning of the course after they choose the time slot in which they want
to take the course. Because it is unlikely that most of them know each other from before the
course and the treatment is based on each student’s individual performance, it is unlikely to

find important spillover effects in this setting.
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Belief elicitation task: The belief elicitation task is based on an incentive compati-
ble mechanism designed by (Mobius et al., 2011) to elicit the probabilities of being in each
quartile of the math and reading score distributions. Berlin and Dargnies (2016) adapts this
mechanism to elicit beliefs about quartiles and I further modify it to make it easily under-
standable for students in my sample. The framing used for the task was that of receiving 12
tokens per test subject to play at a casino by betting on the quartile in which the students
thought their score would be in. Everyone received training about what a quartile was and
the quartiles were defined as groups containing 25 percent of the students according to their
ordered score in each exam subject. In this sense, the first group (quartile 1) contains the

25 percent of students with the highest scores, and so on.

Beliefs were elicited twice: the first time right after the practice test (priors), and the sec-
ond time right after control students see their absolute scores and treated students see their
absolute scores plus a “signal” indicating that their score was above or below the median
(posteriors). The purpose of the second belief elicitation was to understand how students
use information immediately after receiving it and compare their updating with that of a
Bayesian agent with the same priors as they reported in the first elicitation. They were
instructed that after the second belief elicitation, they would throw a dice to determine how

much they would earn if they were selected in the weekly raffle.

The incentive compatibility of the belief elicitation consists in incentivizing truth telling
by providing weekly cash prizes on one of the two belief elicitations chosen at random. Once
completing the second belief elicitation and feedback (in the case of the treatment group),
students were guided through instructions to throw a 12-sided dice that would determine
whether they receive zero or a positive amount of cash. Let y be the random draw from the
dice and = the number of tokens assigned to the quartile to which the score belongs to. The

specific procedure to determine prizes was as follows:

1. If y < z the student wins COP 20,000 (US$7).

2. If y > x, the student wins COP 20,000 with y% probability. To implement this, there
is a second draw to obtain a new number z from the dice draw. The student wins if

z <.

According to this mechanism, students had incentives to put more tokens to the quartile

in which they think they are so that they maximize the probability of winning. They were
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also incentivized to correctly guess their number of correct answers in math and reading. If
this guess was correct, the student would receive COP 5,000 for each practice test subject.
In a single round, a student whose guesses were all correct and was selected in the raffle
could earn a total of COP 50,000 (almost US$ 17), which is a large amount for students of

their age and socioeconomic status.

Relative performance feedback: Once the practice tests were graded, the institute
posted a performance report in an online platform. Students in the control group saw the
standard performance report containing number of correct and incorrect questions in math
and reading, and a global score from 0 to 100 that is meant to resemble what they would
score in the actual entrance exam.® An example of this report is in Figure 1. Students in the
treatment group were directed to a feedback report showing their beliefs and actual standing

in the distribution right after completing the second round of belief elicitation.

The key difference between the report treated and control students see is that control
students only get access to absolute scores and report posterior beliefs right after seeing their
scores. Along with absolute scores, treated students receive a “signal” indicating whether
their scores are above or below the median, report posteriors after seeing the signal, and

then see complete information of their relative performance.

Timeline: The field experiment timeline is in Figure 2, and the timeline for the lab-in-

the-field experiment used to elicit prior and posterior beliefs is in Figure 3.

2.3 Data and outcomes

The analysis uses four sources of data. Primary sources are the weekly belief elicitation
surveys, and a midline and two follow-up surveys. Secondary sources include test prepa-
ration institute records, as well as administrative data from Colombia’s testing agency and
university admissions records. The main outcomes I study are whether students take the
entrance exam and practice tests, performance in both, majors declared, self-reported study

time, and how correct their relative performance beliefs are.

Primary data sources and outcomes: I collected data from participants using belief

elicitation surveys as well as midline and follow-up surveys. I elicited priors across 10 rounds

SThese scores tend to be lower and the distribution is more compressed than the scores they obtain in
the actual exam.

12



after each practice test except the first. Students reported posterior beliefs across 8 rounds.

After every practice test, I administered a survey with questions about students’ ex-
pected absolute and relative performance, hours of study in the previous week, the perceived
difficulty of the test, and how confident they felt about gaining admission. I provided pa-
per or online surveys depending on the type of practice test (in-person or online). Overall,
there were 10 rounds of prior belief elicitation, excluding the first practice test. I collected
posterior beliefs (online only) after students checked the absolute scores in the performance
report. It was only possible to collect posteriors in 8 of the 10 rounds because of technical

issues with the online platform in the first two weeks of the intervention.

The main outcomes from beliefs elicitation surveys include whether students are correct,
underplace, overplace, have a flat prior, or have inconsistent beliefs.” I create indicator vari-
ables for each of these categories. For example, according to instructions given to students
on how to allocate the tokens among the quartiles, the correct belief variable is coded as one
if students assign most tokens to the quartile in which their scores lies in or the assign equal
number of tokens to 2 or 3 quartiles including the one in which their score is. In addition, for
the treatment group, I can compute how the students’ posteriors relate to what a Bayesian

would have updated after receiving the above / below median signal.

The midline and first follow-up were administered online. Between 3 weeks and one
month after the course started, participants filled out a survey asking about their intended
majors, predicted scores, among others. The main outcome I use from the midline survey
is their intended first choice major. Two follow-up surveys were conducted a few days and
six months after the entrance exam of April, 2018. The 6-month follow-up survey inquired
students about their main activity last week (studying, working, etc.), what program and
institution they were attending if they were studying, whether they were beneficiaries of the
government scholarship program, and a few questions related to happiness and life satisfac-
tion. Of the 427 students actively participating in the experiment, I was able to reach about

75 percent of the sample in the 6-month follow up survey.

Secondary data sources and outcomes: Participants’ data from the experiment were
matched to administrative records from the test preparation institute, university admission

statistics, and the national standardized exam administered by the Colombian agency for

"A belief is inconsistent if students seem to be assigning tokens at random. For example, if they assign
most tokens to non-adjacent quartiles.
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higher education (ICFES).

The institute provided information on practice test scores, classroom assignment, de-
mographic and economic characteristics, contact information, type of course they enrolled
in, and names of instructors. I use most of these characteristics as variables to check for

randomization balance.

From the university administrative data I obtain college major choices, overall scores and
scores by section in the entrance exam, whether the applicant was admitted and to which
program, whether the applicant registered for the next admission cycle and for which pro-
gram. In addition, public statistics published in the university website contain admission

cutoff scores for each major.

Finally, using administrative data from students in the whole country collected by ICFES,
I can see how students’ performance in the national standardized test compares to that of
the rest of test takers in Medellin and Colombia. I use these data to analyze what kind of
selection in terms of scores in the national standardized test there is at the test preparation

institute relative to other high-school graduates in the country.

3 Summary statistics and balance

Students who enroll at the institute are predominantly women, low-middle income, academ-
ically better than average students in their city and Colombia, and have already taken the
exam in the past. Even though not all students checked the performance report modified
by the experiment, there is no reason to expect selective attrition because it is unlikely that

they knew their treatment assignment.

3.1 Attrition

There are two sources of attrition. The first is related to students who never engaged with
the experiment and did not check the performance report. The second is among students

who checked some but not all reports.
Overall, 56 percent of students who consented to participate never checked the perfor-

mance report. This does not mean that students did not know their absolute scores. They

could access them right after finishing the online practice tests and as soon as the institute
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graded their individual practice test when it was administered on paper. Because the inter-
vention required having the scores of all students available, there was a delay between the
moment in which the students could check the absolute scores and the distribution of the
performance report. This feature of how the institute reports scores may have discouraged

students to check the performance reports and participate in the weekly raffles of cash prizes.

The other source of attrition is that very few students accessed all 8 performance reports.
It proved extremely difficult to engage them in the study when they were not present at the
institute. Thus, because the report was available a few days after they took the practice
tests, many students would not check it consistently because it required effort at times where

they were not present at the institute.

While the attrition reduces power to detect effects, it does not seem to threat the internal
validity of the study because none of the attrition sources is correlated with the treatment
assignment. Across all quartiles and within quartiles the difference in the proportion of
students checking at least one performance report is not statistically different. Nevertheless,
between quartiles there are substantial differences. A higher fraction (55 percent) of stu-
dents in the best-performing quartile checked the report at least once relative to about 40
percent in other quartiles. These differences do not matter for the analyses because they are

performed within quartile.

The number of times students checked the report by quartile conditional on having
checked at least once does not differ by treatment. In all quartiles, students check the
report 2.4 times on average. These varies from 2.1 times for students in the bottom quartile
to 2.7 for students in the top quartile. The overall mean and means by quartile are in Table
3. Graphical evidence on the number of times checking the performance report is in Figure
4. These histograms are almost equal for treatment and control in the quartiles above the
median but have a higher mass at one performance report for treated students in the quar-
tiles below the median. This suggests that students realizing that they were not performing

relatively well are more likely to check the reports only once.

3.2 Final sample characteristics and balance

Table 1 presents baseline characteristics of students in all quartiles who checked at least one
of the experiment performance reports along with p-values of individual and joint tests of

differences between treatment and control. None of the characteristics has statistical differ-
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ences. Because the basis for the empirical analysis will be the quartiles in the initial practice

test, Table 2 in the appendix shows that characteristics are also balanced within the quartiles.

On average, students in my sample are 59 percent female, almost 18 years old, and single.
Based on their SISBEN score and residential strata, both measures of socio-economic status,
these students are in low and middle-low income households. About 80 percent of them have
taken the entrance exam in the past, which suggests that students who enroll in this type of

institute have already tried and failed gaining admission.

From the data collected by the institute, students obtain a score of around 38 points
out of 100 possible in the first practice test. Their scores in math are substantially lower
than in reading. Almost 50 percent of the sample is enrolled in the morning courses, 32
percent in the afternoon / evening courses, 4 percent in the weekend courses, 4 percent in
the course preparing them simultaneously to two entrance exams at different universities,

and 11 percent are in a pre-medicine course.

All in all, despite attrition, the samples used in the analysis have internal validity. I
perform the analysis with interaction terms between treatment and quartile indicators and

compute treatment effects within quartile.

3.3 How different is the sample from average students?

Linking participant IDs with administrative data from the national agency in charge of test-
ing all high-school graduates in Colombia (ICFES) shows that students in my sample are

positively selected.

Because there is very little information on who enrolls in this type of college preparation
courses, a natural question is how representative of the general student population are the
students in the sample. Figures 5 and 6 show the distributions of math and reading scores
in the national standardized test for students in the sample and all students in Colombia
and the city of Medellin. In both cases, the distributions of scores of students in my sample
is notoriously to the right of the scores of all other high-school graduates. The support of
the distributions of Colombia high-school graduates goes from zero to 100 while the support
of students in my sample goes from around 20 to 80. That is, the average student in my
sample scores higher than the average student in Colombia and the variances in the scores

are lower.
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One implication that the sample is positively selected is that by providing feedback about
relative performance, students at the bottom of the distribution in the preparation institute
may get the misleading message that the are not good while in fact they are but they are
being compared to students who are much better. However, this is not the case as there is
good overlap between the two distributions. As I explain in the results section, students in
the bottom two quartiles have very low admission rates, suggesting that they are not very

good performers when comparing them to the actual applicant pool.

4 Findings: Effect of relative performance feedback on

decision making and beliefs

This section shows the effects of the relative performance feedback intervention on academic
outputs and inputs, and on students’ beliefs, and discusses whether students’ actions con-
form with expressed beliefs. As has been found in previous work in the lab (Gill et al., 2016),
I observe that top and bottom performers are the most responsive to feedback. Bottom per-
formers receiving feedback are 6 percentage points less likely to show up to practice tests,
11 percentage points less likely to take the entrance exam, and 25 pp more likely to switch
to majors requiring lower cutoff scores. These lower participation rates and major changes
are in spite of poor-performing students apparent inability to update beliefs reflecting their
low performance. Top performers receiving feedback become more accurate in their beliefs

but are also 6 percentage points less likely to show up to the entrance exam.

Information failures in the context of education are widespread and research shows that
they are sizable enough to affect students’ decisions and outcomes. It has been found that
having access to information about the returns to education (Jensen, 2010; Nguyen, 2008),
school quality (J. S. Hastings & Weinstein, 2008; Mizala & Urquiola, 2013), application
procedures (Hoxby, Turner, et al., 2013), financial aid (Bettinger, Long, Oreopoulos, & San-
bonmatsu, 2012; Dinkelman & Martinez, 2014), and future earnings (Attanasio & Kaufmann,
2014; Wiswall & Zafar, 2015a, 2015b; J. Hastings, Neilson, & Zimmerman, 2015) helps stu-

dents make decisions that better correspond to their academic abilities.
A more recent literature acknowledges that schooling choices are made under uncertainty

(Altonji, 1993; Altonji et al., 2016), and that one source of uncertainty is the lack of informa-
tion about own ability. Bobba and Frisancho (2016) and Gonzalez (2017) elicit beliefs about
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students’ performance in a mock exam and provide information about their performance.
Both studies find that students are more likely to choose academic options more in line with
their ability if they receive this information. Dizon-Ross (2018) elicits parent’s beliefs about
their children academic performance and find that parents who receive this information ad-
just schooling inputs and children’s enrollment. Another strand of the literature highlights
that certain types of information may not have the expected effects. Murphy and Weinhardt
(2018); Azmat et al. (in press) find that providing relative performance information such as
class rank discourages effort and aspirations of students. My study draws from both strands
as is able to provide insights on how beliefs and investments change in the period between the
intervention and observing final academic outcomes, and on the characteristics and margins

in which students are hurt by feedback.

4.1 Estimation strategy

I show that there is a high degree of persistence in the quartiles the students are classified
in at the beginning of the experiment. Hence, the estimation is based on initial quartiles
which are good predictors of the type of feedback treated students receive (control students

would have received) across most rounds.

To obtain treatment effects, I first run a regression of the outcome of interest on an indi-
cator for treatment (7;), indicators for quartile in the initial practice test (Q);), interactions
between the treatments and quartile indicators, randomization strata fixed effects (strata;),
and baseline covariates (Xj) (see equation 1). The excluded quartile in the bottom quartile
so the interactions coefficients from this specification (7;) are the difference-in-differences

estimates relative to the worst-performing students.
3 3
i =B+ BT+ Y Qi+ Y 7,Qix Ty + pstrata; + Xy + & (1)
q=1 q=1

To obtain treatment effects by quartile, i.e., the difference in means between treated
and control students in a specific initial quartile, I perform the following calculation for all
quartiles except the bottom quartile, which is obtained directly from the point estimate of

(2 in equation 1:

Ely|Ti =1,Q; = q) —Ely|T; = 0,Q; = q] = B2 + 74 (2)

Where, for quartile ¢, the treatment effect is computed as the coefficient indicating treat-
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ment plus the interaction coefficient between the treatment and quartile q.

To show the high persistence in quartiles over the course of the experiment, Tables 5
and 6 reveals that the proportion of students who were initially classified in the top quartile
are in the same quartile in about 50 percent of the subsequent practice tests and in the
top two quartiles 75 percent of the time. Persistence among students who initially were
classified in the bottom quartile is lower but still sizeable, with scores in the bottom two
quartiles over 50 percent of the time. This persistence makes clearer the interpretation of
the feedback students received in most reports: top performers received information that
they were performing relatively well on practice tests and poor performers learned that they

were at the bottom of the distribution.

4.2 Effects on relative performance beliefs

Students in the bottom quartile do not seem to incorporate the feedback they receive in
their relative-performance assessments. Top performers, on the other hand, become more

accurate over time relative to control students with similar performance.

Since the 1960s, work in economics and psychology has documented the overconfidence
phenomenon, the tendency of people to think that they performed better than they did or
that they performed better than others. In general, overconfidence arises because they have
imperfect information about their own abilities or performances and know even less about
others (Moore & Healy, 2008). It is often believed that correcting this imperfect information
may result in better decision making.® In this research, I distinguish between what Moore
and Healy (2008) call overestimation (people think their ability or performance is better

than it is) and overplacement (people believe they are better than others).

In the weekly lab-in-the-field experiment, beliefs are elicited twice: right after the students
take the practice test (elicits priors) and once again after students check the performance
report (elicits posteriors). Both, treatment and control students report relative performance
beliefs twice per week. The difference between treated and control students is the informa-
tion they see in the performance report. Control students see the standard report provided
by the institute that contains the number of correct questions in math and reading and a
global score that is supposed to resemble the score they would obtain in the real entrance
exam (see Figure 1). The report for treatment students includes a “signal”, an additional

piece of information telling them whether their scores are above or below the median. The

8Research on overconfident individuals, however, shows that thinking that we are better than we actually
are make people work harder (Chen & Schildberg-Hérisch, 2018).
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timeline of how belief elicitation works in a given week is in Figure 3.

Across all rounds of prior belief elicitation, less than 35 percent of students have correct
relative performance beliefs. Figure 7 shows the classification of prior beliefs resulting from
comparing the quartile to which the students assigned the highest probability relative to the
actual quartile in which their performance lies. For example, students with correct priors are
those who assigned most tokens to the quartile in which their score is. They over- (under-)
estimate when they assign most tokens to a quartile that is above (below) their performance
quartile. Students could also report a flat prior if they did not know where there performance

was or an inconsistent prior if they assign most tokens to non-consecutive quartiles.

Different from lab experiments in which most people overplace their performance relative
to others(Moore & Healy, 2008), I find that overplacing is as likely as underplacing. About
25 percent of the students overplace their performance and another 25 percent underplace it.
This is not surprising given that it has been found that more people think their performance
is lower than others when the task is difficult than when it is easy (Moore & Healy, 2008).
Less than 10 percent of the students have a flat prior and less than 5 percent report an

inconsistent belief.

At the posterior stage, combining treatment and control students, belief accuracy im-
proves, with almost 50 percent of students reporting a correct belief (see Figure 8). The
fraction of students overplacing is reduced to about 20 percent while the fraction underplac-

ing remains similar to the prior stage.

Students in the best quartile of performance are between 25 and 30 percent more likely
to hold correct priors across all rounds than students in the control group. Tables 9 and 10
present the effect of receiving feedback on students’ prior beliefs. Across all rounds, about
41 perfect of top-performing control students have correct beliefs in reading, 23 percent over-
place and 27 percent underplace. Treated students are 10 percentage points or 25 percent
more likely to be correct at the prior stage (before receiving the above / below median sig-
nal). Most of the change come from less overplacement. The patterns for math are similar

in magnitude.
Poor performers’ beliefs, however, do not change relative to their peers in the control

group. The bottom panel of Tables 9 and 10 presents the treatment effect for students in

the bottom quartile of initial practice test performance. Around 30 percent of these students
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have correct beliefs, 33 percent overplace in reading and 40 percent overplace in math, and
about 16 percent underplace in either subject. In contrast with top performers, there are no
statistical differences for the treatment group, which suggests that bottom performers are

not very successful incorporating the information they receive through feedback.

After students receive the above / below median signal, updating follows the same pattern
for priors. Top-performing treated and control students become more correct in their relative
performance predictions but treated students are about 14 percentage points more likely to
hold and accurate belief in both, math and reading, over a base of 51 and 47 percent, respec-
tively. This means that relative to the prior stage, control students update their beliefs by

20 percentage points just by looking at the absolute scores they obtained in the practice test.

Less than 12 percent of treated and control top-performing students overplace. What
becomes more prevalent after students check the performance report is to underplace. Over
30 percent of control students underplace in reading and 36 percent underplace in math.
Top-performers in the treatment group are 10 and 15 percentage points less likely to un-
derplace in reading and math, respectively. Posterior beliefs of bottom performers in the

control and treatment groups are nearly the same as at the prior stage.

A central question for this paper is: What would we expect to see in real life behav-
ior given how students incorporated the information provided into their reported beliefs?
Because bottom performers in the treatment group do not seem to be incorporating the
information, I do not expect them to have a different behavior relative to control students.
That is, if their reported beliefs correspond to their actions, they should not show signs
that they update when receiving feedback. Top performers, on the other hand, seem to be
incorporating the information. Hence, I expect that they have similar or higher levels of
investments and are at least as likely to take the entrance exam. I discuss these issues in

subsection 4.6.

4.3 Effects on academic decisions and exam performance

In this subsection I present evidence that top and bottom performers receiving feedback are
less likely to show up to the entrance exam in two consecutive admission cycles. Among
those who show up, performance is not statistically different between treatment and control.
Poor performers receiving feedback are more likely to switch to majors with lower cutoff

scores relative to the control group.
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Existing empirical studies in the education context have found mixed results regarding
the effects of providing relative performance feedback on academic performance. Some stud-
ies find increases in performance when providing information to students about their scores
relative to the mean (Azmat & Iriberri, 2010) or information of the rank within class (Tran
& Zeckhauser, 2012). In contrast, two recent studies find that relative performance feed-
back may have negative effects on student academic performance when analyzing secondary
school grades for those who are in lower ranks within their primary school class (Murphy &
Weinhardt, 2018), and when providing information about the decile of the distribution in

which students’ scores lie (Azmat et al., in press).

Given the ambiguous results from previous studies, the effect providing feedback is still an
open question. Relative performance beliefs and feedback have only been studied by Azmat
et al. (in press) but only indirectly because the beliefs they elicit are not from the same
students receiving the intervention. Moreover, the effects of feedback on academic choices
has only been assessed in lower-stakes environments such as choosing academic subjects in
secondary school (Murphy & Weinhardt, 2018). T present evidence that students across the
whole distribution of academic performance are not affected equally by relative performance

feedback, and that there are important changes in decision making in a high-stakes setting.

The first main finding is that feedback affects the decision of taking the college entrance
exam that students in my sample are preparing for. Table 11 presents treatment effects for
each of the four quartiles of the initial practice test score distribution. Not all students are
equally affected by feedback. The stronger responses come from the worst and best quartiles
in which students receiving feedback are 10.8 and 5.8 percentage points less likely to take the
April, 2018 entrance exam than students of similar ability in the control group, respectively.
In both, the top and bottom quartiles, 100 percent of students in the control group took the
exam. For the second quartile of performance (below the top but above the median), the
effect is -4.4 percentage points over a base of 94.6 percent. However, I do not have enough

power to find this effect to be statistically significant although its magnitude is not small.

The seemingly discouraging effect of feedback could be due to students postponing be-
cause they feel they are not prepared enough; however, they do not take it in the next
admission cycle. Column 2 of Table 11 shows the effect of never registering for the exam in
two consecutive admission cycles. This variable is an indicator equal to one if the students
did not register for the April, 2018 and did not register for the September, 2018 exam. The
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results show that students who receive feedback are 7.8 and 11.6 percentage points more
likely to never register if they are in the top and bottom quartiles, respectively. These re-

sults suggest that the effects of feedback may last for at least two admission cycles.

In the case of bottom performers, those receiving feedback and who took the exam in
April seem to be more resilient than those in the control group. Analyzing bottom perform-
ers who did take the exam in April but decided not to take it again in September, I find
that students receiving feedback are less likely to give up. Column 3 of Table 11 shows that
bottom performers receiving feedback are 23.1 percentage points less likely to give up than
control students. From a base of 65.8 percent of the control not taking the exam in Septem-
ber, this coefficient represents a change of 65 percent. My interpretation of this finding is
that students who were receiving feedback knew that they were not performing relatively
well before the actual exam while students in the control may have learned this just when
they received the exam results. In this sense, treated students may have been better pre-
pared for the bad news and less discouraged to keep trying. For other quartiles, I do not see

any significant difference on giving up.

Turning to performance in the entrance exam and admission, the scores students obtain
in the exam increases monotonically with quartile in jumps of almost 10 points but do not
differ statistically between treatment and control (Table 12). There is a small disadvantage
in math scores for treated students in quartiles 1 to 3 and a small positive advantage in

quartile 4. The differences in reading are very close to zero.

There are no statistical differences in admission rates between treatment and control in
Table 12. However, recall that there has been some selection into who we see taking the
exam.”. In the control group, admission rates for the first option students declare increase
almost monotonically with quartile of initial practice test performance from 7.3 percent in
the bottom quartile to 4.4 percent in quartile 3, 13.5 percent in quartile 2 and 31.6 in the
top quartile. We see a negative coefficient on admission rates for top performers receiving

feedback, and positive coefficients for students in quartiles 2 and 3.

Because the outcome of being admitted is a combination of the score students obtain
and majors they declare, top performers having (not statistically significant) lower admis-
sion rates than the control group could be the result of: (i) Students who took the exam

and received feedback declared majors that were very hard to be admitted into; (ii) The

9This selection will be discussed in more detail in the next subsection
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applicant pool of treated students that we see taking the exam excludes the best among the
top performers. In Table 13 we see that top performers tend to choose majors with cutoff
scores that are above two standard deviations of the mean cutoff scores at slightly higher

rates than control students.!® In Subsection 4.4 I will discuss selection into taking the exam.

Students in quartiles 2 and 4 have non-significant positive admission coefficients of 11.5
and 3.1 , respectively. In this case the explanations behind the positive coefficients could be
again related to the pool of applicants and the majors they select. There is suggestive evi-
dence (Table 13) that treated students in these quartiles are less likely to choose extremely
competitive majors. Also, in quartile 4 students who were performing at the bottom were

the ones who decided not to take the exam.

Finally, another way bottom performers were affected by feedback is the decision to
switch to an easier or harder major. With the subsample of students who completed the
midline survey (172), T calculate the difference between the cutoff scores of the major they
declared when registering for the exam and the major they intended at the time of answering
the survey. I take the average of the cutoff scores in the previous two admission cycles which
is the information students would likely use when making such decisions. The outcome
measuring switching to a harder major is an indicator equal to one when the major they
declare has a higher cutoff score than the major they intended. Analogously, switching to an
easier major is equal to one when the cutoff score is lower in the declared major relative to
the intended. Table 13 shows that bottom performers are 23.6 percentage points less likely
to switch to a harder major over a base of 40 percent in the control group. Simultaneously,
they are 25.4 percentage points more likely to switch to an easier major and no one in the
control group makes such change. Students in quartile 2 are 28.7 percentage points less likely
to switch to a harder major relative to 42.9 percent of students in the control group that do

SO.

4.4 Effects on academic investments

Students in the bottom quartile who receive feedback take practice tests less often, study
fewer hours, and perform worse in practice tests than similar students in the control group.

There are no differences among students in other initial performance quartiles.

10T do not see the same in Table 13 which shows whether students switch to a harder and easier major
from the midline survey to the actual exam registration. In this table, however, the sample is smaller because
not all students responded the midline survey.
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Most of previous work providing feedback in the field focuses on the effects on students’
grades and GPA but often cannot look at students investments and effort because they

do not survey students.!!

Work focusing on debiasing students’ beliefs conducts surveys
but does not look at how the feedback they provide to students affects their investments
while preparing for an admission exam assigning seats to Mexico City’s public high schools
(Bobba & Frisancho, 2016), or when enrolling in advanced placement (AP) courses in the
US (Gonzalez, 2017). An exception is Azmat et al. (in press) who have measures of study
hours and satisfaction. Relative to their paper, I can study other investments students make
besides study time such as taking practice tests and their dynamics. I can also find if feed-

back affects beliefs, perceived difficulty of practice tests, and confidence in gaining admission.

The first finding is that bottom performers in the treatment group are 5.7 percentage
points less likely to take practice tests.This represents a reduction of about 6 percent relative
to the base of students taking 95.2 percent of all practice tests in the control group (see Table
14). The breakup by week is in Figure 9. It shows that the vast majority of students in the
sample take the practice tests, except in round 8 (practice test during Holy Week). Bottom
performers are not consistently taking fewer practice tests but fail to show at higher rates
than the control in several weeks. This results does not hold for other quartiles. On average,

students take over 90 percent of the practice tests in the treatment or the control group.

In contrast with Azmat et al. (in press), I find that students receiving relative perfor-
mance feedback study fewer hours per week than control students. Study time is self reported
and collected in weekly surveys. The question asked for time spent working on problems
and excluding class and practice test time. The case in which I find marginally significant
but economically important effects is for bottom performers who study 2 fewer hours for
math and 1.4 fewer hours for reading than control students who study 6.4 and 5.2 hours per
week, on average, respectively. Figures 10 and 11 show the weekly dynamics. In this case,
the drop in study time is more notorious along the whole period than it was in the outcome

measuring whether students took practice tests.

As expected from investing less time studying for the entrance exam, students receiv-
ing feedback obtain fewer correct practice test questions in math and reading (Table 14).
Bottom performers have 1.7 and 1.3 fewer correct out of 40 questions in practice tests than

students in the control group. Surprisingly, treated students in quartile 2 also have lower

' Measures of study time, class attendance, effort, and so on are usually not available in administrative
records of institutions.

25



performance in practice tests even though they did not study significantly less. They obtain
1.8 and 1.4 fewer correct questions than the control group in math and reading, respectively.
One hypothesis that [ am unable to test is that students in this quartile feel they are at the
bottom of the top and get more anxious when they take practice tests. The dynamics of

these two variables by quartile are in Figures 12 and 13.

4.5 Explaining selection into taking the entrance exam

One of the main findings of this paper is that students who receive feedback are less likely
to take the exam particularly if they are at the top or bottom of the distribution. In this
subsection I present evidence of a compositional effect in the pool of applicants that decide

to take the exam.

The first piece of evidence is that bottom performers who decide to not take the exam
are those whose practice tests scores were at the very bottom of the distribution. In Figure
14 even though the distribution of correct answers in math looks very similar for treated
and control students and the p-value of a Kolmogorov Smirnov test is above 0.1, splitting
the treatment group into those who take and who do not take the exam (right panel) shows
that those who decide to not take the exam are disproportionately at the left tail of the
distribution. Thus, relative to the control group in which everyone takes the exam, the
relative performance feedback dissuades the worst performers from taking the exam who, in

any case, have a very slim chance of gaining admission.

The evidence is less clear for top performers but suggests that those who decide to not
take the exam are slightly better performers. Figure 14 shows that the distribution of math
scores are similar - although with more mass on the right hand side for treated students - for
treatment and control students. Once again, all control top performers took the exam so the
righ panel of the Figure shows practice test math scores for treated students who took and
did not take the exam. The density for those who did not take the exam is slightly shifted to
the right, suggesting that students who decided not to take the exam are positively selected.

4.6 Do students’ actions match their beliefs?

Even though poor performers do not seem to update their relative performance beliefs, they
act like if they did because they invest less in practice tests and study time and take the

entrance exam at lower rates than the control group. Top performers update in the lab task
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but are also less likely to take the exam. In this section I revisit these findings and propose

some hypothesis to explain the discrepancies.

In Bayesian learning, individuals have beliefs about their ability that evolve according
to signals that they receive from different sources'?. Let o; be individual i’s true ability,
and u; = «; + ¢; be the belief the individual holds about her ability with ; ~ N(0, c?).
This belief is formed along time based on the individual’s past experiences such as in the
schooling system. In my setting, students are preparing for a college entrance exam in which
what matters is the ranking of their absolute score in the college majors they declare before
taking the exam. In this sense, to obtain a slot at the university, what matters is their

relative performance.

The intervention I conduct at the institute consists in providing students with signals of
their relative ability specific to the entrance exam. Because practice tests only measure ability
imperfectly, each new signal s; will have a random component: s; = a; +¢5, & ~ N(0,02). If
individuals are Bayesians, priors are suffiicient statistics for past information so we can write
the information content of the signal as: ;11 = s; — E[s;|€; 4], with €;; being the set of
information available to the individual at time . Because priors contain all past information

relevant to individuals, they only use new information to update relative ability beliefs:

Elas] = yps + plig (3)

Where v and p are relative weights given information up to time ¢ and new information

received in t 4 1, respectively.

One of the main findings of this paper is that, even though students seem to be using the
new information received as revealed by their choices related to the entrance exam, they do
not necessarily express their change in beliefs in the lab elicitation task. That is, had I not
elicited beliefs, it would be straightforward to conclude that individuals behave according
to Bayesian learning. However, this is not what they express when stating their beliefs in
the lab elicitation task.'® I discuss several hypothesis that may be behind this inconsistency.
My design did not intend to disentangle different hypotheses but it is certainly an open area

for future work.

12The framework presented here follows Gonzalez (2017).

13To my knowledge, there is only one other paper that finds a disconnect between reported beliefs and
actual choices. In a lab experiment, (Sautua, 2018) shows that individuals express a belief consistent with
the gambler’s fallacy but their choices reflect a belief that is contrary to the fallacy.
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The first hypothesis involves individuals’ low ability to understand the task or being inat-
tentive when solving it (Gabaix, 2017; Chetty et al., 2009; DellaVigna, 2009). Complexity
of the task or limited attention could be particularly relevant in the case of individuals with
lower ability. In fact, from paper surveys, where there is no way to make the sum of tokens
add to 12, I find that students in the bottom quartile are more likely to make mistakes in
assigning the 12 tokens. I create an indicator variable for the sum of the tokens assigned
across quartiles not being equal to 12. About 16 percent of top performers but 34 percent of
bottom performers make this type of mistake. Indeed, lower ability students had a harder

time understanding the task.

A second hypothesis is that learning information that one is not a good performer may
affect students’ ego or impose a psychological cost that motivates them to report beliefs
consistent with optimistic self-deception (Bénabou & Tirole, 2002). This hypothesis would
suggest that, even though they know their performance is not good, they do not want to
feel bad by learning this information so decide to not report the truth in the lab task. In
fact, some theoretical models include a direct belief utility component in the utility function
(Koszegi, 2006; Mobius et al., 2011) that captures that the individuals care about their belief
about how good they are. My experiment cannot provide direct evidence supporting this
hypothesis but it has certainly been documented than when individuals care about their ego

their information processing differs than when the task is ego irrelevant (Ertac, 2011).

The third hypothesis relates to the stakes of the lab task and of the decisions students
face. As in standard laboratory experiments, the stakes of the lab-in-the-field belief elici-
tation task are relatively small and focused on monetary incentive. The stakes of the real
decisions, on the contrary, are quite high, with some of the decisions the students make
influencing their future in terms of employment prospects, income and economic mobility.
Because the likelihood of winning a prize was relatively small and they may care more about
their ego than about winning a cash prize as hypothesis 2 states, they may have decided
to not update beliefs in the lab task but update their beliefs for the decisions that matter.
This type of behavior may be consistent with a “dual beliefs” model in which one self acts
according to one set of beliefs in real-life decision making and the other self acts according

a another set of beliefs for other - probably lower stakes - decisions.

The fourth hypothesis is that the belief elicitation tasks do not do a very good job in

eliciting the beliefs that people use to make decisions. Even though there is general consen-
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sus that belief elicitation in the lab is a good approximation to turn latent into observable
beliefs (Schotter & Trevino, 2014), there is still lack of evidence on how good these elici-
tation mechanisms are outside of the lab generates data that is meaningful and relevant in

ego-relevant contexts as the one I study.

Regardless of their motivation to report beliefs incoherent with their behavior, bottom
performers receiving feedback classify in the definition of “dropouts” (Miiller & Schotter,
2010). The term refers here to individuals being dissuaded by their low probability of gain-
ing admission. In fact, we saw that those who were performing worst were the ones not
showing up to the exam. Other examples of this behavior have been documented in ele-
mentary school kids stopping when running a race when it is clear they have no chance
at winning (Fershtman & Gneezy, 2011), and disadvantaged students not being willing to

invest in an SAT preparation course after they learn their ability (Benoit, 1999).

Top performers are more accurate in predicting where their scores lie in the distribution
but are still less likely to take the entrance exam. Moreover, it seems that those who decide
not to take the exam are among the best performers. Again two hypothesis could explain
this behavior. First, they may be behaving as “workaholics” in the sense introduced by
Miiller and Schotter (2010). These are individuals who seem unable to stop working. In
this case, they may think that they need more preparation so they can achieve their goal of
gaining admission. For now, this hypothesis does not find support because they were not
more likely to register for the September entrance exam. A second hypothesis is that they
have better outside options. This hypothesis is being evaluated by conducting a survey on
participants to better understand if they are beneficiaries of scholarships or are studying at

other prestigious public universities.

5 Heterogeneity of relative performance feedback ef-

fects by gender

This section shows that, while women do not seem to change their level of effort, they react
more strongly than men to receiving relative performance feedback in academic decicisions.
Women in the treatment group contribute more than proportionally to the effects on taking
the entrance exam. Men in the treatment group, on the other hand, are less likely to make

decisions that are different from those made by the control group but lead the effects on lower
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academic investments documented in the previous section. The tables presenting results in
this section contain treatment effects separately by gender, and follow the structure of the

tables in the previous section.

Tables 15 and 16 show that women’s beliefs are more responsive to receiving feedback
than me’ns beliefs. In particular, women in the top quartile are 15 percentage points more
likely to have correct priors in math and reading if they receive feedback from a base of
between 36 and 39 percent of women in the control group, respectivelt. As I discussed pre-
viously, students in other quartiles do not seem to be reacting to feedback as their reported
beliefs do not differ significantly from those of the control group. Across all quartiles, men
are more accurate in their relative performance beliefs by a substantial amount and their

beliefs are less responsive to receiving feedback.

Table 17 shows that, even though the treatment effects for women and men tend to go
in the same direction, the effect on exam taking is stronger for women. Women in the top
quartile are 7.5 percentage points less likely to take the entrance exam and 7.8 percentage
points more likely to not take the exam over two admission cycles if they receive feedback.
Likewise, the effects for students in the bottom quartile are larger for women but indistin-

guishable from zero for both genders given the small sample size in this quartile.

Performance in the entrance exam, as explained earlier, does not vary by treatment sta-
tus within gender. However, between gender, there are enormous differences in performance,
especially in the two top quartiles. Men overperform women in math by 7 and 15 points
in math in quartiles 1 and 2, respectively. The differences are smalle in the bottom two
quartiles and women oputperform men in math in the bottom quartile. Men’s advantage is
less clear in reading, with scores that are 4 points above and 3 points below those of women
in quartiles 1 and 2, respectively, and virtually equal in the two bottom quartiles. Overall,
the overall scores that the university uses for admission are substantially higher for men in
the top two quartiles. This is at odds with the results of Table 22 that show men and women

having equal numbers of correct answers in practice tests in both subjects.

Given the important differences in scores between males and females, it is not surprising
that admission rates are much lower for women as shown in Table 19. The differences are
highest in the top two quartiles in which, for the control group, admission rates are 25 and
41 percent, for women and men respectively in quartile 1, and 6 and 26 percent in quartile

2. Despite the fact that treated women in the bottom quartile are less likely to switch to a
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harder major (Table 20), their admission rates are only slighlty higher than those of women

in the control group (4.3 percent).

Ex ante, given that in general women’s performance in practice tests does not differ from
that of men, it makes sense that there are no differences in the cutoffs of majors that students
of both genders choose.'* In fact, Table 20 show that cutoff scores of majors chosen are very
similar by gender. What is interesting is that the scores also do not decrease for students in
lower quartiles even though I documented that the exam scores fall moniotonically by about

10 points with quartile.

Finally, the discouragement I found in the previous section reflected in the reduction of
academic investments such as taking practice tests and study hours is primarily concentrated
among male students. Table 21 shows that men in the bottom quartile are 6.7 points less
likely to attend practice tests, and study math about half of the time male control students
study per week. Another sign of discouragement could be that performance in practice tests
is lower. The only case in which I fond differences by treatment status is among women in
quartile 2. They have 3.1 and 2.7 correct questions in math and reading, respectively. This
is likely explained by the fact that treated women see a signal indicating that their scores
are above the median but subsequently receive feedback saying that they are at the “bottom
of the top”. It is not hard to imagine that this may put extra pressure on them to try to be

at the top and may harm their performance in practice tests.

6 Conclusion

In this paper, I design a field and lab-in-the-field experiments to understand how relative
performance feedback affects students’ beliefs, decisions and academic performance. I as-
semble a panel dataset from student surveys and use administrative data to reach four main
findings. First, bottom performers become discouraged and invest less in preparing for the
exam. Second, top- and bottom-performing students receiving feedback are less likely to
take the college entrance exam they are preparing for in two consecutive admission cycles.
Bottom performers are more likely to switch to easier majors than similar students in the
control group. Third, male and female students react differently to feedback. While women
do not decrease investments as men do, they are more likely to change their decision to take

the entrance exam. Fourth, the beliefs students report in an incentive compatible elicitation

14Recall that students choose first and second option majors before they take the entrance exam so they
base their decisions on information they have up to the moment of exam registration.
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task do not match the beliefs revealed their real-life decision making.

Contrary to the traditional idea that “information can’t hurt”, I present evidence that
providing relative performance information can discourage students at the bottom of the
score distribution to try harder and in some cases to opt out of taking an important exam.
On the one hand, this could be thought of as efficient, since higher ability students who have
higher chances of gaining admission will be the ones competing for the slots. On the other
hand, it may not be ideal in other contexts or from a policy perspective seeking to reinforce

effort in the long run rather than immediate achievements.

One limitation of this paper is that it studies a very specific population that is not rep-
resentative of the average student in Colombia or other countries. Another limitation is
that power may be limited to detect some effects that are economically meaningful but the
sample sizes are too small to detect them as statistically significant. In future work I hope
to address these shortcomings, as well as address other important questions such as what is
the best way to provide feedback to poor performing students without discouraging them to

exert effort.

An important policy implication of this paper is that educational institutions and testing
agencies must be cautious on how they provide relative performance feedback to students if
they want all students, regardless of their ability level, to try harder. Adding to the findings
of recent work by Murphy and Weinhardt (2018) and Azmat et al. (in press), I show that
providing relative performance feedback can in fact reduce student effort and investments in
terms of study time, and taking exams and practice tests. In this sense, my findings should
raise awarness on how students are being informed of their performance given that providing
rank within a class is a widespread practice across the world. Perhaps the information per
se is not the problem. Rather, the discouragement effect may arise from how information
is delivered. I provided information in a very raw, straightforward way, just as schools do.
Finding ways to inform students without discouraging them seems feasible, and something

[ am eager to explore as the immediate next step in my research agenda.
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Table 1: Balance of baseline characteristics

P-value
Control Treatment (T-C) No. obs

Stratification variables

Female 0.613 0.600 0.780 440
Previously taken entrance exam 0.795 0.810 0.699 439
AM course 0.426 0.414 0.803 440
PM course 0.357 0.372 0.746 440
Integrated UdeA - UNAL 0.043 0.042 0.975 440
Pre-medicine 0.148 0.148 0.995 440
Weekend course 0.026 0.024 0.879 440
Demographic variables

Age 17.733 17.257 0.027 434
Single 0.973 0.976 0.787 433
Student 0.677 0.720 0.311 434
Residential strata 2.450 2.529 0.431 434
Urban 0.881 0.895 0.622 434
Academic variables

Math no. correct (initial practice test) 11.579 11.811 0.553 439
Reading no. correct (initial practice test)  18.189 18.853 0.284 439
Avg. practice test score in classroom 38.067 38.143 0.762 440
Joint orthogonality test 0.2812 439

Notes: Robust standard errors. Each column contains the mean of the variable on the left-hand-side in the
control and treatment groups. *** significant at the 1% level. ** significant at the 5% level. * significant at
the 10% level.
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Table 2: Balance table by quartile

Q1 = top Q2 Q3 Q4 = bottom

Control  Treat Control Treat Control Treat Control Treat

Female 0.652 0.562 0.604  0.592 0.652 0.683  0.527  0.563
Age 17.518  17.157 17.769 17.248 17.878 17.563 18.076 17.602
Single 0.974 0.975 1.000  1.000 1.000 0.981  0.951 1.000
Student 0.693  0.846** 0.763  0.667 0.649 0.714  0.793 0.760
Residential strata 2.627 2.866 2485 2336 2319  2.540  2.608 2.304
Urban 0.910 0.892 0.891  0.888 0.877 0.938  0.876 0.896
Previously taken entrance exam 0.861 0.846 0.808 0.792 0.754  0.850  0.692 0.668
Math score (initial practice test) 3.915 3.842 3.061 3.108 2763 2.751  2.023  1.992
Reading score (initial practice test)  6.383 6.555 5.189 5.242 4.171 4.286 2.821 2.444
Avg. practice test score in class 38.043  38.202 37.570 37.795 37.768 36.75*% 36.190 36.435
AM course 0.925 0.874 0.902  0.928 0.820 0.922  0.863 0.914
PM course 0.303 0.361 0.382  0.416  0.446  0.468  0.459 0.480
Weekend course 0.009 0.008 0.013  0.000 0.008 0.015  0.009 0.012
Integrated UdeA - UNAL 0.007 0.02 0.021  0.027 0.0561 0.012 0.043 0.058
Pre-medicine 0.166 0.191 0.145  0.138  0.107  0.122  0.199 0.101

Notes: Each column contains the mean of the variable on the left-hand-side in the control and treatment
groups by quartile. Asterisks in the treatment mean indicate that the difference in means between treatment
and control is significant at the 1% level (***), 5% level (**), or 10% level (*).
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Table 3: Sampling frame and attrition

Q1 = Q2 Q3 Q4 = All
top bottom
Panel A. Students who consented participation
Assigned to control 145 130 132 105 512
Assigned to treatment 147 126 132 107 512
TOTAL 292 256 264 212 1,024
Fraction of all participants 28.5% 25.0% 25.8% 20.7%

Panel B. Students who checked at least one performance report

Assigned to control 80 58 48 42 228
Assigned to treatment 86 43 49 32 210
TOTAL 166 101 97 74 438
Fraction of all participants 37.9% 23.1% 22.1% 16.9%

Fraction of participants in quartile  56.8% 39.5% 36.7% 34.9%

Panel C. Statistics or report checking (conditional on checking at least one report)

Average (out of 8) 2.70 2.42 2.35 2.04 2.45
Standard deviation 1.96 1.73 1.77 1.29 1.77
Minimum 1 1 1 1 1
Maximum 8 8 8 6 8
Average seconds spent in report 41.01 34.06 41.32 36.69 39.15

Notes: Quartiles are calculated based on scores in the initial practice test of all students at the test prepa-
ration institution, not only participants. Attrition from the moment students consented to participate to

the rounds in which they checked performance reports is detailed in Panels A and B. The second source of
attrition is in Panel C. Most of the students who checked the performance report at least once did not check

the 8 reports but 2.5 on average, and spent about and average of 40 seconds checking them.
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Table 4: Balnace of characteristics among attitors

P-value
Control Treatment (T-C) No. obs

Stratification variables

Female 0.553 0.575 0.592 605
Previously taken entrance exam 0.797 0.793 0.910 604
AM course 0.447 0.461 0.733 605
PM course 0.237 0.242 0.894 605
Integrated UdeA - UNAL 0.058 0.062 0.849 605
Pre-medicine 0.061 0.064 0.859 605
Weekend course 0.197 0.171 0.417 605
Demographic variables

Age 17.682 17.667 0.953 568
Single 0.969 0.974 0.734 568
Student 0.822 0.834 0.747 569
Residential strata 2.618 2.581 0.681 569
Urban 0.907 0.919 0.643 569
Academic variables

Math no. correct (initial practice test) 11.060 11.019 0.894 604
Reading no. correct (initial practice test)  17.461 17.252 0.676 604
Avg. practice test score in classroom 37.607 37.872 0.220 604
Joint orthogonality test 0.9572 551
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Table 5: Persistence of initial quartile in reading

Proportion of practice tests in reading quartile:

1 = top 2 3 4 = bottom
Panel A. Students in top quartile in initial practice test
Treated 0.088** -0.051* -0.047* 0.010
(0.043) (0.027) (0.024) (0.019)
Constant 0.495*** 0.256*** 0.162*** 0.087***
(0.046) (0.030) (0.026) (0.019)
Obs 1320 1320 1320 1320
No. students 166 166 166 166
Panel B. Students in quartile 2 in initial practice test
Treated -0.075 0.013 0.051 0.011
(0.055) (0.037) (0.035) (0.031)
Constant 0.320%** 0.287*** 0.234%** 0.159%**
(0.057) (0.039) (0.035) (0.037)
Obs 783 783 783 783
No. students 102 102 102 102
Panel C. Students in quartile 3 in initial practice test
Treated -0.024 0.027 -0.000 -0.003
(0.041) (0.040) (0.041) (0.038)
Constant 0.188*** 0.236%** 0.339%** 0.237%**
(0.044) (0.036) (0.039) (0.036)
Obs 743 743 743 743
No. students 97 97 97 97
Panel D. Students in bottom quartile in initial practice test
Treated -0.049 0.027 -0.013 0.035
(0.045) (0.043) (0.039) (0.058)
Constant 0.182%** 0.284*** 0.317*** 0.217***
(0.052) (0.041) (0.034) (0.053)
Obs 551 551 551 551
No. students 75 75 75 75

Notes: Each column shows coefficients of a regression of a dummy indicating whether the student was in
the quartile of the table header on a treatment dummy and randomization strata. Each panel indicates the
quartile in which students were in the intial practice test. For example, column 1 in Panel A shows that
students who were in the top quartile in the initial practice test are in the top quartile in about 50-59% of
all subsequent practice tests. Standard errors are clustered at the individual level. *** significant at the 1%

level. ** significant at the 5% level. * significant at the 10% level.
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Table 6: Persistence of initial quartile in math

Proportion of times in math quartile:

1 = top 2 3 4 = bottom
Panel A. Students in top quartile in initial practice test
Treated 0.060 -0.021 -0.031 -0.009
(0.055) (0.035) (0.025) (0.021)
Constant 0.560*** 0.231%** 0.111%%* 0.098***
(0.055) (0.038) (0.025) (0.019)
Obs 1320 1320 1320 1320
No. students 166 166 166 166
Panel B. Students in quartile 2 in initial practice test
Treated -0.077 0.020 0.050 0.008
(0.060) (0.044) (0.036) (0.040)
Constant 0.393%** 0.333%** 0.147%** 0.128%**
(0.064) (0.044) (0.031) (0.044)
Obs 784 784 784 784
No. students 102 102 102 102
Panel C. Students in quartile 3 in initial practice test
Treated 0.034 0.020 0.001 -0.055
(0.057) (0.040) (0.040) (0.046)
Constant 0.211*** 0.310*** 0.286*** 0.194%**
(0.064) (0.043) (0.038) (0.046)
Obs 743 743 743 743
No. students 97 97 97 97
Panel D. Students in bottom quartile in initial practice test
Treated -0.071 -0.038 0.055 0.054
(0.047) (0.055) (0.047) (0.068)
Constant 0.174*** 0.335%** 0.230%** 0.261***
(0.048) (0.053) (0.043) (0.057)
Obs 552 552 552 552
No. students 75 75 75 75

Notes: Each column shows coefficients of a regression of a dummy indicating whether the student was in
the quartile of the table header on a treatment dummy and randomization strata. Each panel indicates the
quartile in which students were in the intial practice test. For example, column 1 in Panel A shows that
students who were in the top quartile in the initial practice test are in the top quartile in about 56-62% of
all subsequent practice tests. Standard errors are clustered at the individual level. *** significant at the 1%
level. ** significant at the 5% level. * significant at the 10% level.
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Table 7: Effect of feedback on prior beliefs - reading

Correct Overplace Underplace

Panel A. Students in top quartile in initial practice test

Treated 0.097** -0.070** -0.004
(0.040) (0.035) (0.037)
Constant 0.409%%* 0.234%#%* 0.257#%*
(0.045) (0.037) (0.042)
Obs 1036 1036 1036
No. students 166 166 166
Panel B. Students in quartile 2 in initial practice test
Treated 0.036 0.094** -0.075
(0.043) (0.047) (0.051)
Constant 0.268*** 0.269*** 0.277***
(0.044) (0.050) (0.056)
Obs 583 583 583
No. students 100 100 100
Panel C. Students in quartile 3 in initial practice test
Treated 0.016 -0.011 -0.026
(0.047) (0.048) (0.036)
Constant 0.349%*%* 0.365%** 0.163***
(0.043) (0.045) (0.040)
Obs 573 573 573
No. students 97 97 97
Panel D. Students in bottom quartile in initial practice test
Treated 0.014 -0.108 0.037
(0.057) (0.072) (0.057)
Constant 0.3047%* 0.345%+* 0.171%%*
(0.045) (0.062) (0.054)
Obs 365 365 365
No. students 72 72 72

Notes: Each column shows coefficients of a regression of a dummy indicating whether the student was correct,
underplaced or overplaced their prior belief on a treatment dummy and randomization strata. Each panel
indicates the quartile in which students were in the intial practice test. For example, column 1 in Panel A
shows that students who were in the top quartile in the initial practice test had a correct prior in 41-51% of
all subsequent practice tests. Overplace (underplace) means that the student assigned the highest probability
to a higher (lower) quartile than her score was in. Standard errors are clustered at the individual level. ***

significant at the 1% level. ** significant at the 5% level. * significant at the 10% level.
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Table 8: Effect of feedback on prior beliefs - math

Correct Overplace Underplace
Panel A. Students in top quartile in initial practice test
Treated 0.120%** -0.080** -0.012
(0.046) (0.034) (0.043)
Constant 0.354*** 0.178*** 0.360***
(0.048) (0.038) (0.044)
Obs 1037 1037 1037
No. students 166 166 166
Panel B. Students in quartile 2 in initial practice test
Treated 0.036 0.063 -0.018
(0.057) (0.049) (0.059)
Constant 0.392%** 0.164*** 0.263%**
(0.057) (0.048) (0.065)
Obs 583 583 583
No. students 100 100 100
Panel C. Students in quartile 3 in initial practice test
Treated 0.028 -0.051 -0.025
(0.052) (0.056) (0.043)
Constant 0.357*** 0.294*** 0.216%**
(0.052) (0.055) (0.049)
Obs 573 573 573
No. students 97 97 97
Panel D. Students in bottom quartile in initial practice test
Treated 0.017 -0.125* 0.007
(0.062) (0.071) (0.051)
Constant 0.279*** 0.403%** 0.174***
(0.051) (0.074) (0.049)
Obs 365 365 365
No. students 72 72 72

Notes: Each column shows coefficients of a regression of a dummy indicating whether the student was correct,
underplaced or overplaced their prior belief on a treatment dummy and randomization strata. Each panel
indicates the quartile in which students were in the intial practice test. For example, column 1 in Panel A
shows that students who were in the top quartile in the initial practice test had a correct prior in 35-47% of
all subsequent practice tests. Overplace (underplace) means that the student assigned the highest probability
to a higher (lower) quartile than her score was in. Standard errors are clustered at the individual level. ***
significant at the 1% level. ** significant at the 5% level. * significant at the 10% level.
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Table 9: Effect of feedback on posterior beliefs - reading

Correct Overplace Underplace

Panel A. Students in top quartile in initial practice test

Treated 0.137** -0.040 -0.098*
(0.056) (0.035) (0.050)
Constant 0.506%** 0.111%** 0.329%**
(0.066) (0.042) (0.061)
Obs 449 449 449
No. students 166 166 166
Panel B. Students in quartile 2 in initial practice test
Treated 0.062 0.095 -0.043
(0.070) (0.062) (0.063)
Constant 0.272%*%* 0.260*** 0.264%**
(0.075) (0.073) (0.069)
Obs 247 247 247
No. students 102 102 102
Panel C. Students in quartile 3 in initial practice test
Treated 0.067 -0.020 -0.052
(0.071) (0.078) (0.062)
Constant 0.383*** 0.348*** 0.183***
(0.064) (0.075) (0.065)
Obs 228 228 228
No. students 97 97 97
Panel D. Students in bottom quartile in initial practice test
Treated -0.032 -0.113 -0.019
(0.086) (0.085) (0.077)
Constant 0.335%** 0.317%** 0.274%**
(0.074) (0.088) (0.081)
Obs 152 152 152
No. students 75 75 75

Notes: Each column shows coefficients of a regression of a dummy indicating whether the student was correct,
underplaced or overplaced their prior belief on a treatment dummy and randomization strata. Each panel
indicates the quartile in which students were in the intial practice test. For example, column 1 in Panel
A shows that students who were in the top quartile in the initial practice test had a correct posterior in
50.6-64.2% of all subsequent practice tests. Overplace (underplace) means that the student assigned the
highest probability to a higher (lower) quartile than her score was in. Standard errors are clustered at the
individual level. *** significant at the 1% level. ** significant at the 5% level. * significant at the 10% level.
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Table 10: Effect of feedback on posterior beliefs - math

Correct Overplace Underplace

Panel A. Students in top quartile in initial practice test

Treated 0.132%* 0.014 -0.137*%*
(0.057) (0.036) (0.051)
Constant 0.452%%* 0.118%** 0.379%**
(0.061) (0.042) (0.054)
Obs 431 431 431
No. students 162 162 162
Panel B. Students in quartile 2 in initial practice test
Treated 0.048 0.025 0.073
(0.071) (0.054) (0.068)
Constant 0.434%** 0.149** 0.198%**
(0.071) (0.062) (0.072)
Obs 236 236 236
No. students 97 97 97
Panel C. Students in quartile 3 in initial practice test
Treated 0.110 -0.053 -0.076
(0.074) (0.068) (0.072)
Constant 0.402%** 0.237%** 0.289***
(0.079) (0.070) (0.098)
Obs 208 208 208
No. students 89 89 89
Panel D. Students in bottom quartile in initial practice test
Treated 0.037 -0.132 -0.071
(0.091) (0.097) (0.080)
Constant 0.4217%%* 0.259** 0.276%**
(0.087) (0.104) (0.089)
Obs 147 147 147
No. students 73 73 73

Notes: Each column shows coefficients of a regression of a dummy indicating whether the student was correct,
underplaced or overplaced their prior belief on a treatment dummy and randomization strata. Each panel
indicates the quartile in which students were in the intial practice test. For example, column 1 in Panel
A shows that students who were in the top quartile in the initial practice test had a correct posterior in
45-58% of all subsequent practice tests. Overplace (underplace) means that the student assigned the highest
probability to a higher (lower) quartile than her score was in. Standard errors are clustered at the individual
level. *** significant at the 1% level. ** significant at the 5% level. * significant at the 10% level.

59



Table 11: Effect of feedback on taking entrance exam over two admission cycles

ITT
Did not take exam Never registered Did not take exam
Q1 = top 0.056** 0.059** 0.008
(0.025) (0.025) (0.024)
Mean control 0.000 0.000 0.035
Q2 0.042 -0.000 -0.037
(0.052) (0.044) (0.037)
Mean control 0.052 0.052 0.107
Q3 -0.016 -0.016 -0.041
(0.024) (0.024) (0.025)
Mean control 0.021 0.021 0.062
Q4 = bottom 0.106* 0.104* -0.025
(0.057) (0.056) (0.036)
Mean control 0.000 0.000 0.091
N 438 438 985

Notes: Each point estimate is the treatment effect on the outcome in the column heading within the quartile
of the initial practice test. Robust standard errors in parenthesis. For reference, the mean of the control group
in the quartile is reported below the standar error. Controls in this regression include random strata, age,
poverty index, marital status, students at another institution, underrepresented minority status, residential
strata, urban, scores obtained in math and reading in initial practice test, average score in initial practice
test in student’s classroom. *** significant at the 1% level. ** significant at the 5% level. * significant at

the 10% level.
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Table 12: Effect of feedback on entrance exam scores and admission

Math score Reading score Total score

Admitted to
first option

Admitted to
second option

Q1 = top
Mean control
Q2

Mean control
Q3

Mean control
Q4 = bottom

Mean control

1.437
(3.173)
71.046

0.267
(4.789)
60.644

1.197
(4.899)
50.553

-0.163
(6.029)
43.273

-3.049
(2.642)
73.831

-2.011
(4.551)
63.163

-7.914
(4.966)
53.538

3.859
(6.220)
47.090

-0.718
(2.317)
72.329

-0.788
(3.461)
61.849

-5.245
(4.208)
53.319

1.900
(5.163)
45.183

-0.067
(0.072)
0.309

0.119
(0.084)
0.130

0.015
(0.050)
0.043

0.019
(0.067)
0.070

0.024
(0.031)
0.025

-0.040
(0.030)
0.037

-0.009
(0.039)
0.043

-0.016
(0.020)
0.023

Notes: Each point estimate is the treatment effect on the outcome in the column heading within the quartile
of the initial practice test. Robust standard errors in parenthesis. For reference, the mean of the control group
in the quartile is reported below the standar error. Controls in this regression include random strata, age,
poverty index, marital status, students at another institution, underrepresented minority status, residential
strata, urban, scores obtained in math and reading in initial practice test, average score in initial practice
test in student’s classroom. *** significant at the 1% level. ** significant at the 5% level. * significant at

the 10% level.
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Table 13: Effect of feedback on first option major declared

Switched to
harder major

Switched to
easier major

Cutoff score
first option

First option cutoff
in top scores

Q1 = top
Mean control
Q2

Mean control
Q3

Mean control
Q4 = bottom

Mean control

-0.010
(0.097)
0.235

10.275%
(0.147)
0.429

0.132
(0.138)
0.150

-0.235
(0.192)
0.400

0.027
(0.070)
0.088

-0.054
(0.087)
0.048

-0.053
(0.095)
0.100

0.251*
(0.131)
0.000

0.463
(1.652)
80.396

“1.512
(2.138)
79.484

0.037
(2.092)
78.918

-2.926
(2.371)
79.702

0.054
(0.074)
0.444

-0.033
(0.091)
0.426

0.101
(0.096)
0.298

-0.077
(0.110)
0.395

Notes: Each point estimate is the treatment effect on the outcome in the column heading within the quartile
of the initial practice test. Robust standard errors in parenthesis. For reference, the mean of the control group
in the quartile is reported below the standar error. Controls in this regression include random strata, age,
poverty index, marital status, students at another institution, underrepresented minority status, residential
strata, urban, scores obtained in math and reading in initial practice test, average score in initial practice
test in student’s classroom. *** significant at the 1% level. ** significant at the 5% level. * significant at

the 10% level.
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Table 14: Effect of feedback on academic investments and practice test scores

Takes practice Math study Reading study Math correct Reading correct

tests hours hours answers answers
Q1 = top 0.011 0.819 0.278 0.696 0.490
(0.011) (0.594) (0.569) (0.736) (0.518)
Mean control 0.953 5.018 4.449 21.688 22.856
Q2 0.010 -0.791 -0.114 -1.591* -1.290
(0.019) (0.856) (0.792) (0.859) (0.793)
Mean control 0.926 6.179 5.348 18.782 20.831
Q3 0.011 -0.580 -0.291 0.391 -0.593
(0.019) (0.806) (0.745) (0.881) (0.688)
Mean control 0.931 5.140 4.455 16.285 19.231
Q4 = bottom -0.052%** -2.011%* -1.537* -1.717* -1.279
(0.019) (1.107) (0.871) (1.020) (1.047)
Mean control 0.956 6.303 5.236 15.120 17.557

Notes: Each point estimate is the treatment effect on the outcome in the column heading within the quartile
of the initial practice test. Robust standard errors in parenthesis. For reference, the mean of the control group
in the quartile is reported below the standar error. Controls in this regression include random strata, age,
poverty index, marital status, students at another institution, underrepresented minority status, residential
strata, urban, scores obtained in math and reading in initial practice test, average score in initial practice
test in student’s classroom. *** significant at the 1% level. ** significant at the 5% level. * significant at
the 10% level.
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Table 15: Effect of feedback on prior beliefs by gender - reading

Correct Overplace Underplace
Female Male Female Male Female Male
Panel A. Students in top quartile in initial practice test

Treated 0.155%** 0.040 -0.074* -0.046 -0.063 0.064

(0.050) (0.060) (0.043) (0.055) (0.049) (0.052)
Mean control 0.389 0.458 0.229 0.217 0.325 0.205
DiD F vs. M 0.115 -0.028 -0.127*

(0.078) (0.069) (0.071)

Panel B. Students in quartile 2 in initial practice test

Treated 0.055 -0.076 0.115* 0.125* -0.120* 0.003
(0.056) (0.061) (0.066) (0.064) (0.072) (0.061)
Mean control  0.246 0.398 0.208 0.230 0.391 0.265
DiDFvs. M 0.131 -0.010 -0.123
(0.084) (0.093) (0.095)

Panel C. Students in quartile 3 in initial practice test

Treated -0.023 0.086 -0.011 -0.029 -0.025 -0.005
(0.054) (0.087) (0.056) (0.091) (0.046) (0.060)
Mean control ~ 0.281 0.372 0.335 0.295 0.205 0.192
DiDFvs. M -0.108 0.018 -0.020
(0.102) (0.108) (0.077)

Panel D. Students in bottom quartile in initial practice test

Treated 0.004 0.040 -0.072 -0.188* 0.026 0.063
(0.075) (0.094) (0.096) (0.103) (0.083) (0.082)
Mean control — 0.277 0.314 0.339 0.373 0.179 0.147
DiDFvs. M -0.036 0.117 -0.036
(0.121) (0.139) (0.113)

Notes: Each point estimate is the treatment effect on the outcome in the column heading for females and
males within the quartile labeled in each panel. For reference, the mean of the control group in the quartile is
reported below the standar error. The DiD coefficient shows the difference-in-differences coefficient between
females and males. Robust standard errors in parenthesis. Controls in the regression include random
strata, age, poverty index, marital status, students at another institution, underrepresented minority status,
residential strata, urban, scores obtained in math and reading in initial practice test, average score in initial
practice test in student’s classroom. *** significant at the 1% level. ** significant at the 5% level. *
significant at the 10% level.
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Table 16: Effect of feedback on prior beliefs by gender - math

Correct Overplace Underplace
Female Male Female Male Female Male
Panel A. Students in top quartile in initial practice test

Treated 0.1517%%* 0.109* -0.074* -0.059 -0.047 0.010

(0.056) (0.064) (0.043) (0.042) (0.059) (0.060)
Mean control 0.360 0.440 0.201 0.120 0.369 0.319
DiD F vs. M 0.042 -0.014 -0.057

(0.085) (0.060) (0.083)

Panel B. Students in quartile 2 in initial practice test

Treated -0.075 0.068 0.180* -0.035 -0.046 0.061
(0.059) (0.098) (0.065) (0.055) (0.068) (0.110)
Mean control ~ 0.329 0.442 0.159 0.124 0.343 0.292
DiDFvs. M -0.144 0.215%* -0.107
(0.115) (0.085) (0.130)

Panel C. Students in quartile 3 in initial practice test

Treated -0.008 0.081 -0.052 -0.053 -0.045 0.032
(0.056) (0.106) (0.066) (0.100) (0.055) (0.085)
Mean control — 0.293 0.410 0.293 0.256 0.255 0.167
DiDFvs. M -0.089 0.001 -0.077
(0.120) (0.120) (0.103)

Panel D. Students in bottom quartile in initial practice test

Treated 0.026 0.070 -0.133 -0.196* 0.002 0.006
(0.090) (0.091) (0.097) (0.101) (0.069) (0.079)
Mean control  0.268 0.343 0.384 0.343 0.179 0.196
DiDFvs. M -0.044 0.064 -0.004
(0.125) (0.141) (0.104)

Notes: Each point estimate is the treatment effect on the outcome in the column heading for females and
males within the quartile labeled in each panel. For reference, the mean of the control group in the quartile is
reported below the standar error. The DiD coefficient shows the difference-in-differences coefficient between
females and males. Robust standard errors in parenthesis. Controls in the regression include random
strata, age, poverty index, marital status, students at another institution, underrepresented minority status,
residential strata, urban, scores obtained in math and reading in initial practice test, average score in initial
practice test in student’s classroom. *** significant at the 1% level. ** significant at the 5% level. *
significant at the 10% level.
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Table 17: Effect of feedback on taking entrance exam over two admission cycles by gender

Did not take Apr. Took exam Apr.

Took exam Apr. & Did not take Sep. & Did not take Sep.

Female Male Female Male Female Male

Panel A. Students in top quartile in initial practice test

Treated -0.075%* -0.030 0.078%* 0.029 -0.093 0.054
(0.037) (0.029) (0.037) (0.028) (0.098) (0.121)
Mean control ~ 1.000 1.000 0.000 0.000 0.731 0.690
DIDFvs. M -0.046 0.050 -0.147
(0.046) (0.046) (0.155)

Panel B. Students in quartile 2 in initial practice test

Treated -0.074 0.006 0.036 -0.068 0.049 -0.071
(0.055) (0.106) (0.042) (0.090) (0.133) (0.160)
Mean control 1.000 0.870 0.000 0.130 0.571 0.652
DiD F vs. M -0.080 0.103 0.120
(0.119) (0.099) (0.208)

Panel C. Students in quartile 3 in initial practice test

Treated 0.018 0.021 -0.020 -0.017 0.036 0.025
(0.034) (0.014) (0.034) (0.014) (0.129) (0.174)
Mean control ~ 0.968 1.000 0.032 0.000 0.516 0.647
DiDFvs. M -0.003 -0.004 0.010
(0.037) (0.036) (0.218)

Panel D. Students in bottom quartile in initial practice test

Treated -0.119 -0.089 0.124 0.089 -0.166 -0.185
(0.079) (0.071) (0.079) (0.069) (0.164) (0.163)
Mean control 1.000 1.000 0.000 0.000 0.565 0.800
DiD F vs. M -0.030 0.035 0.019
(0.103) (0.101) (0.230)

Notes: Each point estimate is the treatment effect on the outcome in the column heading for females and
males within the quartile labeled in each panel. For reference, the mean of the control group in the quartile is
reported below the standar error. The DiD coefficient shows the difference-in-differences coefficient between
females and males. Robust standard errors in parenthesis. Controls in the regression include random
strata, age, poverty index, marital status, students at another institution, underrepresented minority status,
residential strata, urban, scores obtained in math and reading in initial practice test, average score in initial
practice test in student’s classroom. *** significant at the 1% level. ** significant at the 5% level. *
significant at the 10% level.
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Table 18: Effect of feedback on entrance exam scores by gender

Math score Reading score Total score
Female Male Female Male Female Male
Panel A. Students in top quartile in initial practice test
Treated 4.326 -2.653 -0.184 -7.175% 2.312 -5.046
(4.130) (5.071) (3.375) (4.329) (2.982) (3.799)
Mean control 68.351 75.878 72.129 76.884 70.070 76.380
DiD F vs. M 6.980 6.991 7.358
(6.576) (5.540) (4.879)
Panel B. Students in quartile 2 in initial practice test
Treated -1.472 2.566 -3.077 -0.083 -2.230 1.396
(6.251) (7.065) (6.162) (6.425) (4.759) (4.679)
Mean control 54.600 TL.777 64.042 61.545 59.322 66.503
DiD F vs. M -4.038 -2.994 -3.625
(9.451) (8.789) (6.669)
Panel C. Students in quartile 3 in initial practice test
Treated -1.081 4.936 -7.601 -8.195 -6.773 -2.477
(6.007) (8.581) (6.344) (8.143) (5.189) (7.298)
Mean control 49.169 52.994 53.221 54.098 52.694 54.420
DiD F vs. M -6.017 0.594 -4.296
(10.523) (10.345) (8.969)
Panel D. Students in bottom quartile in initial practice test
Treated -7.425 8.013 2.557 5.294 -2.477 6.812
(7.990) (8.729) (7.834) (10.033) (6.653) (8.033)
Mean control 44.878 41.427 47.402 46.731 46.141 44.082
DiD F vs. M -15.438 -2.737 -9.290
(11.584) (12.721) (10.331)

Notes: Each point estimate is the treatment effect on the outcome in the column heading for females and
males within the quartile labeled in each panel. For reference, the mean of the control group in the quartile is
reported below the standar error. The DiD coefficient shows the difference-in-differences coefficient between
females and males. Robust standard errors in parenthesis.
strata, age, poverty index, marital status, students at another institution, underrepresented minority status,
residential strata, urban, scores obtained in math and reading in initial practice test, average score in initial
significant at the 1% level.

practice test in student’s classroom. ***

significant at the 10% level.
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Table 19: Effect of feedback on admissions by gender

Admitted to first option Admitted to second option
Female Male Female Male
Panel A. Students in top quartile in initial practice test
Treated 0.023 -0.193 0.003 0.053
(0.090) (0.119) (0.033) (0.059)
Mean control 0.250 0.414 0.019 0.034
DiD F vs. M 0.215 -0.051
(0.148) (0.067)

Panel B. Students in quartile 2 in initial practice test

Treated 0.177* 0.015 -0.031 -0.056
(0.097) (0.157) (0.034) (0.053)
Mean control 0.057 0.263 0.029 0.053
DiD Fvs. M 0.162 0.024
(0.185) (0.059)

Panel C. Students in quartile 3 in initial practice test

Treated -0.016 0.072 -0.050 0.069
(0.051) (0.110) (0.048) (0.070)
Mean control 0.033 0.059 0.067 0.000
DiD Fvs. M -0.088 -0.118
(0.122) (0.085)

Panel D. Students in bottom quartile in initial practice test

Treated 0.017 0.016 -0.039 0.009
(0.086) (0.119) (0.034) (0.015)
Mean control 0.043 0.100 0.043 0.000
DiD F vs. M 0.002 -0.048
(0.155) (0.038)

Notes: Each point estimate is the treatment effect on the outcome in the column heading for females and
males within the quartile labeled in each panel. For reference, the mean of the control group in the quartile is
reported below the standar error. The DiD coefficient shows the difference-in-differences coefficient between
females and males. Robust standard errors in parenthesis. Controls in the regression include random
strata, age, poverty index, marital status, students at another institution, underrepresented minority status,
residential strata, urban, scores obtained in math and reading in initial practice test, average score in initial
practice test in student’s classroom. *** significant at the 1% level. ** significant at the 5% level. *
significant at the 10% level.
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Table 20: Effect of feedback on majors declared by gender

Switched to Switched to Cutoff score First option cutoff
harder major easier major 1st option in top scores
Female  Male Female Male Female Male Female Male
Panel A. Students in top quartile in initial practice test
Treated 0.059 -0.171  -0.048  0.162  -1.226  3.008  -0.035 0.184
(0.120)  (0.180) (0.087) (0.105) (2.019) (2.797) (0.096) (0.117)
Mean control  0.130 0.455 0.130 0.000 81.414 78571 0.481 0.379
DiD F vs. M 0.230 -0.210 -4.233 -0.219
(0.219) (0.132) (3.428) (0.151)
Panel B. Students in quartile 2 in initial practice test
Treated -0.315  -0.207  0.050 -0.229* -2.019 -0.608 -0.000 -0.085
(0.192)  (0.253) (0.098) (0.131) (2.945) (3.023) (0.119) (0.140)
Mean control ~ 0.385 0.500  0.000 0.125  80.085 78377  0.429 0.421
DiD F vs. M -0.108 0.279* -1.411 0.085
(0.322) (0.144) (4.223) (0.185)
Panel C. Students in quartile 3 in initial practice test
Treated 0.117 0.132  -0.088 -0.025 -0.775  1.798  0.136 0.049
(0.181)  (0.228) (0.144) (0.044) (2.637) (3.578) (0.121) (0.162)
Mean control — 0.167 0.125 0.167  0.000  79.674 77.584  0.300 0.294
DiD Fvs. M -0.015 -0.063 -2.574 0.087
(0.298) (0.146) (4.497) (0.203)
Panel D. Students in bottom quartile in initial practice test
Treated -0.535%*  0.158  0.195 0.396 -0.970 -5.272  0.088 -0.280*
(0.221)  (0.329) (0.137) (0.296) (3.253) (3.519) (0.147) (0.148)
Mean control ~ 0.625 0.143  0.000 0.000  79.819 79.567  0.391 0.400
DiD F vs. M -0.694* -0.201 4.302 0.368*
(0.401) (0.325) (4.885) (0.205)

Notes: Each point estimate is the treatment effect on the outcome in the column heading for females and
males within the quartile labeled in each panel. For reference, the mean of the control group in the quartile is
reported below the standar error. The DiD coefficient shows the difference-in-differences coefficient between
females and males. Robust standard errors in parenthesis. Controls in the regression include random
strata, age, poverty index, marital status, students at another institution, underrepresented minority status,
residential strata, urban, scores obtained in math and reading in initial practice test, average score in initial

practice test in student’s classroom. *** significant at the 1% level.

significant at the 10% level.
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Table 21: Effect of feedback on academic investments by gender

Takes practice tests Math study hours Reading study hours

Female Male Female Male Female Male

Panel A. Students in top quartile in initial practice test

Treated 0.018 0.002 0.848% 0.696 0.077 0.495
(0.014) (0.017) (0.829) (0.801) (0.805) (0.720)
Mean control 0.956 0.946 5.312 4.456 4.763 3.852
DiD F vs. M 0.015 0.151 -0.418
(0.022) (1.149) (1.072)

Panel B. Students in quartile 2 in initial practice test

Treated -0.026 0.069** -0.760 -0.781 -0.063 -0.121
(0.024) (0.027) (1.175) (1.173) (1.109) (1.033)
Mean control 0.950 0.890 6.731 5.153 5.923 4.286
DiD F vs. M -0.095*** 0.020 0.058
(0.036) (1.667) (1.520)

Panel C. Students in quartile 3 in initial practice test

Treated 0.019 -0.009 0.092 -2.169 0.116 -1.254
(0.021) (0.037) (0.997) (1.315) (0.975) (0.991)
Mean control  0.929 0.934 5.204 4.985 4.713 3.824
DiDFvs. M 0.028 2.261 1.370
(0.044) (1.672) (1.413)

Panel D. Students in bottom quartile in initial practice test

Treated -0.038 -0.067** 0737 -3.727% -1.476 -1.504
(0.025) (0.030) (1.516) (1.520) (1.251) (1.198)
Mean control ~ 0.949 0.963 6.010 6.611 5.390 5.074
DiDFvs. M 0.029 2.989 0.028
(0.039) (2.149) (1.739)

Notes: Each point estimate is the treatment effect on the outcome in the column heading for females and
males within the quartile labeled in each panel. For reference, the mean of the control group in the quartile is
reported below the standar error. The DiD coefficient shows the difference-in-differences coefficient between
females and males. Robust standard errors in parenthesis. Controls in the regression include random
strata, age, poverty index, marital status, students at another institution, underrepresented minority status,
residential strata, urban, scores obtained in math and reading in initial practice test, average score in initial
practice test in student’s classroom. *** significant at the 1% level. ** significant at the 5% level.
significant at the 10% level.
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Table 22: Effect of feedback on performance in practice tests by gender

Math correct answers

Reading correct answers

Female Male Female Male
Panel A. Students in top quartile in initial practice test
Treated 0.750 0.612 0.617 0.345
(0.945) (1.198) (0.693) (0.757)
Mean control 21.383 22.278 23.002 22.571
DiD F vs. M 0.139 0.272
(1.525) (1.023)
Panel B. Students in quartile 2 in initial practice test
Treated -3. 151 1.015 -2.710%%* 1.060
(1.030) (1.390) (1.016) (1.168)
Mean control 18.438 19.348 21.694 19.410
DiD F vs. M -4.165** -3.770%*
(1.733) (1.550)
Panel C. Students in quartile 3 in initial practice test
Treated 0.717 -0.349 -0.217 -1.323
(1.042) (1.634) (0.776) (1.384)
Mean control 15.882 17.123 18.852 20.018
DiD F vs. M 1.067 1.106
(1.944) (1.608)
Panel D. Students in bottom quartile in initial practice test
Treated -2.026 -1.331 -0.560 -2.164
(1.275) (1.692) (1.509) (1.416)
Mean control 14.449 15.829 17.251 17.880
DiD F vs. M -0.695 1.604
(2.127) (2.072)

Notes: Each point estimate is the treatment effect on the outcome in the column heading for females and
males within the quartile labeled in each panel. For reference, the mean of the control group in the quartile is
reported below the standar error. The DiD coefficient shows the difference-in-differences coefficient between
females and males. Robust standard errors in parenthesis. Controls in the regression include random
strata, age, poverty index, marital status, students at another institution, underrepresented minority status,
residential strata, urban, scores obtained in math and reading in initial practice test, average score in initial
significant at the 1% level.

practice test in student’s classroom. ***

significant at the 10% level.
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A Behavioral theories explaining biases in beliefs

My design allows to test different theories that have been posited to explain why individuals
do not update like a Bayesian agent when provided a “signal” about their ability. The anal-
ysis I present is similar to Burks et al. (2013), who conduct and test different overconfidence
theories using Q) and numeracy tests among trainee truck drivers. I use as a task the weekly
practice tests that the test preparation institute provides to students. By design, I exclude
explanations of biases related to social signalling because the belief elicitation and feedback
provision are completely private and this is made explicit to students.

My setting has at least two main advantages relative to Burks et al. (2013). First, the
task is relevant to the context that I am studying. The information students obtain by
taking practice tests and the feedback I provide is useful for the college entrance exam they
are preparing for. IQQ and numeracy tests may not be that useful during of after the truck
driving training. In this sense, the task in Burks et al. (2013) is more related to a task
typically used in the lab with low stakes and external validity. Second, I collect multiple
rounds of data as opposed to a single elicitaton.

I first consider how far students are from the Bayesan benchmark by computing the
posteriors a Bayesian agent would have based on the students’ reported priors. The basic
question that papers in this literature try to answer is whether overconfidence is the result
of biased information processing regarding own skills (Mobius et al., 2011; Ertac, 2011; Eil
& Rao, 2011; Grossman & Owens, 2012; Berlin & Dargnies, 2016). To test this, the authors
elicit performance beliefs, then provide and informative signal (e.g., whether the subject’s
score is at the top or bottom 20 percent of scores of participants in the same session), and
then re-elicit beliefs. The main findings in this literature is that people update far from the
Bayesian benchmark, that is, are conservative, and update more if the signal places them at
the top rather than at the bottom of the distribution, a phenomenon known as asymmetry.
Interestingly, when the updating task is self-relevant, the distance to the Bayesian benchmark
is bigger than when the task is not related to their ego (Ertac, 2011).

Figure 15 shows how much students update their reading beliefs at the posterior stage
relative to the Bayesian benchmark across all lab-in-the-field rounds (results for math beliefs
are similar). Relative updating is calculated as average of the ratio of how many tokens
students assign to each quartile over what a Bayesian with the same priors would assing
to the same quartiles. Recall that the posteriors are collected when students receive the
performance report a few days after the practice test and that control students only receive
absolute scores while treated students receive a signal indicating whether their score was

above or below the median. The left panel in the figure shows how much control students
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update relative to a Bayesian whe their scores were below or above the median. The right
panel shows the same but in this case the students actually see the signal indicating whether
they are below or above the median. The figures show 83 percent confidence intervals
based on regressions that cluster the standard errors at the individual level. The confidence
intervals allow to test whether the height of the two bars is statistically different from each
other as opposed to a 95 percent confidence interval, which tests whether the height is
different from zero.

I find support for the findings of conservatism and asymmetry outside of the lab envi-
ronment with a real-stakes task. First, students in the control group update between 52
and 70 percent of what a Bayesian would update. In the treatment group this is larger,
as expected, with students updating between 60 and 76 percent relative to the Bayesian
benchmark. Updating among these students is larger relative to what other papers find in
the lab. For example, subjects in Mobius et al. (2011) update about 35 percent of what a
Bayesian would update.'® Second, students update significantly more when their scores are
above the median than when they are below, which is consistent with asymmetry.

Conservatism holds across all quartiles while asymmetry varies by quartile. Figure 16
shows the percentage of updating split by quartile in the initial practice test for treated
students only. The Figure shows that students in the top quartile (Q1) update most, and
students in quartiles 2 and 4 update the least at around 60 percent of what a Bayesian
would update. Asymmetry is not clear in these two quartiles as students update about the
same when receiving a below or above median signal. Asymmetric updating is more clear in
quartiles 1 and 3, although only statistically different in quartile 3.

Having found evidence that individuals do not update like Bayesians, I turn to test wether
the theory proposed by Koszegi (2006) holds in my data. This is an ego-utility model that
predicts that individuals will be overconfident because if they initially obtain signals that
they are of the high type, they will stop collecting more signals because they my revise they
belief down by error. Similarly, if the initial signals they receive tell them that they are of
the low-type, they will keep looking for signals under the expectation that they will revise
their belief up.

I do not find evidence that the Koszegi (2006) model holds in the data.'® Figure 17 shows
what fraction of the performance reports students check by the quartile to which they assign
the highest number of tokens in reading. The left panel shows students in the treatment

group and the right panel shoes treated students. For the Koszegi (2006) model to be true we

15This could be related to differences in the measure of updating. Mobius et al. (2011) compute logit
beliefs while I compute the ration relative to the Bayesian posteriors.
6 Burks et al. (2013) also do not find evidence for this theory in the truck trainees data.
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would see that students who think they are in the bottom quartile check more performance
reports while students at the top check fewer. We see that students in the treatment group
behave in the opposite way as was found by Burks et al. (2013).

Finally, I present evidence that the data conform with confirmatory bias in Figure 18.
Rabin and Schrag (1999) proposes a model of confirmatory bias where individuals are more
likely to take into account signals confirming their prior and give less importance to signals
disconfirming their prior. The figure shows, for reading, how much individuals update relative
to a Bayesian in four scenarios. In the left panel, the left bar shows how much students
update when they are above the median and that confirms their belief. The right bar shows
a disconfirming signal, that is, they though they were below the median but receive the
signal that they are above. The right panel shows the confirming signal that they are below
the median on the left bar. The right bar shows the disconfirming signal that they are below
the median when they though they were above. In both cases students update more when

no news rather than when disconfirming signals are received as the model predicts.
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