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Abstract

This paper proposes a specific mechanism to explain differences in political institutions
based on the asymmetric and uncertain costs of civil conflicts. Asymmetry implies that the net
benefit of fighting an insurgency is not shared equally by members of the elite. But uncertainty
implies that these benefits are more evenly distributed ex-ante. The members of the elite face a
commitment problem: they would like to commit in advance to a strong response to insurgencies,
but ex-post they have the incentives to block any response if the conflict mainly affects other
members of the elite. One way of solving this is empowering the executive so he may react
forcefully to conflicts, despite the opposition of some fraction of the elite. In the model this
group has to decide on the constraints imposed on the executive. Fewer constraints lead to a
higher risk of expropriation. But more constraints lead to a suboptimal response to conflicts.
The main prediction is that, conditional on asymmetric and uncertain costs, the higher is the
likelihood of a civil conflict in the future, the lower are the constraints imposed on the executive.
The paper empirically validates this implication using a sample of former colonies that became
independent after WWII and geographic variables to identify the exogenous component of the
likelihood of civil conflicts at the moment of the independence. In line with the theoretical
prediction countries less prone to these conflicts were the ones that imposed more constraints
on the executive after independence.
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1 Introduction

There is an extensive empirical literature that identifies political institutions as one of the main

determinants of income per capita today. Efficient political institutions ensure that the government

(or elite) is sufficiently constrained so it cannot engage in coercion and expropriation. Thus,

adequate constraints on the decision-making powers of chief executives are associated with political

institutions conductive to long-run economic growth. These findings have spawned a research

agenda that tries to understand the determinants of institutional quality. In this context, conflict

has received growing attention in explaining how societies are organized. Acemoglu and Robinson

(2000, 2006) identify the fear of revolutions as the key factor behind the extension of franchise

to a larger fraction of the population, Glasser and Schleifer (2002) argue that coercion through

violence may explain differences in judicial independence, and Besley and Persson (2010) show that

a higher probability of conflict reduces the incentives to invest in both fiscal and legal capacity.

This paper proposes a specific mechanism to explain differences in political institutions based on a

particular feature of civil conflicts that has not been explored before. We develop a simple model

of institutional building to study how intra-elite power is allocated under the risk of rebellions, and

test its main prediction by implementing an identification strategy to estimate the effect of this

risk on political institutions.

In the model there is an elite that faces the risk of uprisings by external groups. If the benefit

of fighting an insurgency is not internalized equally by the elite’s members, due for instance to

regional interests, there is disagreement in terms of the size of an eventual response. But if there is

uncertainty about who will be affected by future uprisings, disagreement is lower ex-ante because the

expected benefits of fighting are shared more evenly among members of the elite. Thus, conflicts

generate a commitment problem. Elite members would like to commit in advance to a larger

military response to conflicts than the one they are willing to sustain once a conflict has erupted

in some region. Institutional building is characterized in the model as a stage in which the elite

restricts policy-making in the future, imposing constraints on the executive’s decisions. There is a

trade-off at this point: more constraints lead to lower expropriation or a larger provision of public

goods in the future, but they also lead to an ex-ante suboptimal response to conflicts.1 Since the

executive can finance war without taxing his own district, and because members of the elite not

affected directly by the conflict are likely worse off from financing the military response, the lower

are the constraints facing the executive, the larger is the military response. The main implication

of the model follows; under asymmetric and uncertain costs, a higher likelihood of a civil conflict

in the future incites the elite to impose fewer constraints on the executive, even though that is not

conducive to long run economic growth.2

1Intra-elite conflicts are not analyzed in the model. However one could think that an additional benefit of having

more constraints on the executive is to reduce the risk of this type of conflict.
2This assumes some additional institutional constraints, particularly the lack of private insurance and the impos-
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The model shows that two features of conflicts are necessary to generate this prediction, their

costs should be asymmetric and uncertain. It follows that external conflicts and revolutions, which

affect the elite as a whole, would not generate the aforementioned effect on political institutions.3

The literature that studies modern civil wars has shown that most of them are ethnic, geographical,

and religious in nature, while class struggle is relatively rare (Ray, 2010). In particular, one of the

strongest relationships that the empirical literature has found is between civil conflicts and geo-

graphic conditions, particularly the abundance of mountains and forests (Fearon and Laitin, 2003;

Collier and Hoeffler, 2004; Hegre and Sambanis, 2006). This illustrates the fact that most of these

conflicts are, at least in the beginning, localized in specific regions, and therefore they particularly

affect members of the elite with economic interests in those regions.4 Thus, the assumption of

asymmetric costs seems justified. With respect to the second condition there are reasons to expect

that the distribution of the costs of modern civil wars is uncertain, mainly because geography may

generate conflicts where there are no apparent reasons for it (Kalyvas, 2007). Thus the theory

may be applied to most modern civil wars, which have been the focus of recent economic research

surveyed by Collier and Hoeffler (2007) and Blattman and Miguel (2010).

This paper uses a sample of more than 80 countries, mostly from Africa, Asia, and Eastern

Europe, that became independent after WWII to show that, as predicted by the theory, a higher

likelihood of a civil war in the future lowers the average constraints imposed on the executive

during the first years after independence.5 To identify causality geographic variables are used as

instruments to capture the exogenous component of the likelihood of a civil conflict in the future.

This is consistent with the theoretical model and follows previous theoretical and empirical work

on the causes of civil wars. Also in line with the model, the comparison between the OLS and

TSLS estimated coefficients reveals a positive causal relationship from the constraints imposed

on the executive and the subsequent realization of conflicts. Additionally it is shown that (1)

the magnitude of the effect is larger when only minor conflicts are considered, and (2) the effect

is significant only in countries without oil fields. These results are in line with the theoretical

prediction, since the costs of internal conflicts are more likely to be asymmetric and uncertain

when the conflicts are small and when natural resources are not abundant in the country. The

empirical results are robust to the inclusion of a large set of controls capturing geographic and

sibility to separate military and economic decisions between the executive and the rest of the elite.
3Indeed, models focusing on the elite’s fear of revolutions have the opposite prediction (Acemoglu and Robinson,

2000, 2006). Bueno de Mesquita and Smith (2009) is an exception since under certain conditions a threat of revolution

may facilitate a reduction of the coalition needed to support the executive.
4This does not need that the members of the elite actually live in the region. For instance a conflict can affect a

port from which some goods, produced in other regions of the country, are exported. Thus conflicts need to affect

certain regions, but the elite does not need to be dispersed throughout the country.
5The explanatory variable is constraints on the executive, from the Polity IV database, which refers to the

institutionalized constraints on the decision-making powers of chief executives imposed by any accountability group

(Marshall and Jaggers, 2007).
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demographic characteristics, the level of development, and features related to the colonial past.

Perhaps the most notable historical example to illustrate the model’s prediction is the US

Constitution, a case in which the debates and ideas that shaped it have been well documented. The

previous political order, defined by the Articles of Confederation, was based on the individual liberty

philosophy observed by the Revolutionary movement. Political power was concentrated in the

states, leaving the national government unable to implement most policies. In particular Congress

did not have power to suppress domestic insurrections (Maier, 2010). Although the convention in

Philadelphia in 1787 was intended to fix other problems of the Articles of Confederation, Thach

(1969), who studies the political environment before the convention, concludes that its outcome was

importantly influenced by rebellions and the different experience of the states regarding executive

power. With respect to the first issue, he argues that “the most important influence convincing

the gentry that [national] government strength ... was desirable, was the rising discontent of the

poorer classes which ... precipitated disturbances such as those in Connecticut, New Hampshire

and, specially, Massachusetts [Shay’s Rebellion]”.6 Rebellions also influenced the second issue, as

New York, the state with the strongest executive, stood out as the only one able to sustain a strong

reaction to them.7 Therefore many delegates to the convention, influenced by Shay’s Rebellion or

the experience of the states, wanted a strong national executive (Horowitz, 2002). Thach (1969)

illustrates the trade-off facing the elite: “As men’s thoughts turned towards the establishment of

public order and ceased to focus on individual liberty, it was inevitable that the executive department

should be the chief beneficiary of the change in emphasis”. Members of the elite were aware of the

costs of empowering the national executive. Besides their experience with the British government,

they also saw how the control of patronage by the governor of New York allowed him to become

the dominant political force in the state.8

The theoretical model is based on the work by Baron and Ferejohn (1989), who highlight the

trade-off between delay and the arbitrariness of policy decisions when analyzing different formal

rules regarding the way legislatures bargain. More generally this paper belongs to the literature on

conflict and institutional development, where, in addition to the work by Acemoglu and Robinson

6The Shay’s rebellion was defeated by an army financed voluntarily by wealthy Bostonians, as the states seemed

powerless against upheavals (Maier, 2010).
7Thach (1969) argues that “the experience of the states taught ... the futility of legislative military control. Most

states included almost every conceivable provision for reducing the executive to a position of complete subordination,

being New York the most notable exception, where the strong reaction against insurrections and the opposition to

a legislature that threatened to surrender New York’s claims in the Vermont region, distinguished it from the other

states.”
8The recent experience of Peru illustrates how the response to civil conflicts may be obstructed by the system of

check and balances. Only five months after his self-coup of 1992, which gave him exclusive powers, Alberto Fujimori

ended the guerilla war faced by the government since 1980 in the highlands of Ayacucho. After this he won the 1995

presidential elections in the first round of voting. In 2009 he was convicted for his role in killings and kidnappings,

and for embezzlement and bribery. Another case is the strong government of Porfirio Dı́az in 1884, which was a

fundamental cause for the reduction of rural rebellions in Mexico (Katz, 1988).
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(2000, 2006), Bueno de Mesquita and Smith (2009), Glasser and Schleifer (2002), and Besley and

Persson (2010), a fundamental relationship between intra-elite violence and social orders (North

et al., 2009), and between war and state development (Tilly, 1992), have been previously proposed.9

A different environment to which the model can be applied is the post-independence period in

the Americas. In this case historians have identified the possibility of uprisings by natives and slaves

as an important risk for the elites (Bates et al., 2007; Eakin, 2007; Williamson, 2009; Drake, 2009).

Rebellions were costly, localized in certain regions but widespread, and, with very few exceptions,

far from seizing power (Coatsworth, 1988; Katz, 1988). The elite was geographically dispersed,

since these were mainly agrarian and mining economies. These features closely approximate those

required by the model’s main mechanism. Aguirre (2011) studies if the model is able to explain the

political events in the Americas after independence. The econometric evidence shows that the fear

of race wars affected the design of political institutions during the nineteenth century as predicted

by the model. In particular countries prone to this type of conflict, proxied by the fraction of the

population comprised of natives and slaves, were the ones that imposed fewer constraints on the

executive after the lost decades following independence, when a process of institutional design could

take place at the same time that new economic sectors started to develop.10

The next section of the paper presents the model. The empirical evidence is shown in Section

3, and the last section concludes.

2 The Model

The Environment

The economy is divided into N + 1 districts indexed by j. Each of these districts is populated

by a representative agent. A district j may be in conflict or in peace. Define sj = 1 if there is a

conflict in district j, and sj = 0 otherwise. It is assumed for simplicity that there are only N + 2

aggregate states, one state where every district is in peace, sj = 0, ∀j, and N + 1 states where only

one district is in conflict, sj = 1 and s−j = 0. Define by S = 1 an aggregate state where there is a

conflict in one district (sj = 1 for some j), and S = 0 otherwise. As will be clear later there are

only three states for an individual member: s = (sj , S−j) ∈ {(0, 0), (1, 0), (0, 1)}, where S−j = 1 if

9This paper is not about the most efficient way of designing institutions in order to avoid civil conflicts. Although

there is not a consensus on that issue, there are constitutional theories that try to address it, like the consociational

approach (Lijphart, 1995) and the incentives approach (Horowitz, 2002). However, most constitutions, even the

relatively new ones in Eastern Europe, seem to have a very large idiosyncratic component, despite these theories and

the increasing involvement of international experts and practitioners in their design (Horowitz, 2002).
10In this dimension the model belongs to the literature on the colonial origins of development (Engerman and

Sokoloff, 1997, 2002; Acemoglu et al., 2001, 2002). The common theme is that the exploitation of natives by Europeans

generated deep inequalities and extractive institutions that were not designed to enforce property rights. However,

this paper deals with institutions regulating the relationship among members of the elite, and not between the elite

and the rest of the population.

5



S = 1 and sj = 0, i.e. there is a conflict but not in j’s district, and S−j = 0 otherwise. Output in

each district and state is given by

yj =


1 if (0, 0)

0 if (1, 0)

1/θ < 1 if (0, 1)

Thus θ > 1 captures the fact that a conflict is costly for all regions, independently of where

it occurs. Agents are risk neutral and flow utility is uj = (1 − τj)yj − sjζ, where τj is the tax

rate in district j, and ζ > 0 captures the fact that a conflict may destroy the factors available for

production. Notice that the pair (θ, ζ) determines how asymmetric are the costs of conflicts. In

particular the lower is θ and the higher is ζ, the more asymmetric are the costs of conflicts.11

The transitional probabilities between states are given by p, which captures the exogenous

probability of conflict onset, and q, which captures the endogenous probability of ending a conflict.12

That is, if there is peace in the country, then the probability of a conflict in the following period

is given by p. There is an equal probability of conflict onset in each district, so the probability to

observe a conflict in district j after observing peace in the country is p/(N + 1). This implies a

high degree of uncertainty in terms of the costs of future conflicts. If there is a conflict in district

j the probability of it ending this period is q.13 Finally it is assumed that a conflict can move to

another district with probability pN/(N+1) if it is not terminated in the current period.14 Defining

n = 1/N , we can represent the law of motion of the states by the following transition matrix: (0, 0)

(1, 0)

(0, 1)

 =

 1-p q q

np 1-(1-n)p-q np

(1-n)p (1-n)p 1-np-q


 (0, 0)

(1, 0)

(0, 1)


11It is natural to think about θ as district-specific, and so to define yj = 1/θij < 1 when there is a conflict in

district i. The model in this case could only be solved numerically, as the number of states is much larger. If this

heterogeneity makes the expected costs of conflicts less uncertain then it would affect the main prediction because

the commitment problem becomes weaker. Otherwise it will only affect the ex-post cost distribution, including the

costs of the response to rebellions.
12Although it simplifies the model and facilitates the mapping to the data, making the probability of conflict onset

exogenous may seem unrealistic. If endogenous but not caused by political institutions then the model predictions

would not change. Otherwise, if p depends on political institutions, which may be the natural case, but still has an

exogenous component, then the structure presented below is flexible enough to accommodate the endogenous effect

as a cost of not constraining the executive, and the exogenous component as the factor causing differences in political

institutions.
13Notice that this implies that only the probability of conflict onset is exogenous, not the probability of observing

a conflict in a given period. This is important for the main implications of the model as explained below.
14This is necessary when restricting the existence of a conflict to only one district at any point in time, as is done

here to reduce the number of states and simplify the model. If it is assumed that the conflict can not move between

districts then it may be better for a member to maintain the conflict in another district because in this case the

probability of conflict arising in his own district is zero. This worsens the commitment problem.
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In case of conflict tax revenues are used to finance a military response. Thus the probability of

a conflict ending, q, depends positively on these resources, which are denoted by T ,

T =

∑
j τjyj

N

where the normalization by the constant N is for simplification.

It is also assumed that q depends negatively on p. Therefore p not only captures how likely is

the onset of a conflict, but also its expected duration. This assumption follows the finding in the

empirical literature on civil wars, where (exogenous) geographic conditions that hinder government

actions, influence both onset and persistence. It is also useful to help map the model into the data

in the next section. For simplicity the following function is assumed for q:

q = max {0,Q (λT )− p} (1)

where Q′ > 0, Q′′ < 0, Q(0) = 0, and Q(1) ≤ 1. Thus, when the executive is not able to collect

a sufficient amount of resources the probability of ending a conflict is zero. This introduces a

discontinuity in the model. We further assume max(Q(λT )) = Q(λ/θ) > p to get q > 0 at least

for sufficiently large revenues. The positive constant λ captures how efficient the government is in

collecting taxes and investing the revenues to form a military response. The parameter θ has a

similar effect than λ on q because it reduces the resources available for given tax rates. In order

to distinguish between the effects coming from efficiency (λ) from those coming from asymmetric

costs (θ) we normalize λ = λ̃θ, with λ̃ > 0, and we conduct comparative statics with respect to λ̃.

Finally the linearity of q on p greatly simplifies the model.

Taxes need to be set every period there is conflict in any district (S = 1). Policymaking is

modelled using the legislative bargaining approach of Baron and Ferejohn (1989). Each district has

a member in the legislature. As agents are identical inside each district we do not model elections.

There is one agent, the executive, with agenda power. He does not represent any district, nor can he

commit to future proposals, and he dislikes conflicts.15 He proposes the set (τj)
N+1
j=1 , which defines

a tax rate for every district. This proposal has to be approved by M members of the legislature

to be implemented, otherwise τj = 0 in all districts is the outcome. The ratio m = M/N captures

the constraints on the executive, and it is set in the initial period and under S = 0. As members

of the legislature are ex-ante identical there is no disagreement, and so we may assume that m

is chosen by unanimity, after which it is assumed exogenous.16 As usual the subset of members

whose votes are decisive for approving the proposal is called the minimum winning coalition (WC).

The institutional framework is greatly simplified since executive constraints are not only imposed

15Assuming that the agenda setter is a member of the legislature does not change the results but introduces an

asymmetry that complicates the solution of the model, because the policy function is different when the conflict arises

in the district of the executive.
16The ratio m is assumed to be continuous, which may be the case if the number of legislators per district varies.
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by legislatures. Moreover the prediction of the model does not need members of the elite to be

dispersed throughout the country. Conflicts may affect ports or other type of infrastructure, and

that can affect differently agents living in the same (distant) region. In the empirical section the

institutional variable measuring executive constrains considers constraints from different political

agents like parties or the judiciary.

To keep the model simple it is assumed that taxes are zero when there is peace. The benefits of

more constraints on the executive are introduced as a function I(m), with I ′(m) > 0, I ′(0) = ∞,

and I ′′(m) < 0. This function enters flow utility linearly in every state. Possible benefits are a lower

probability of expropriation, a higher provision of public goods, or a lower probability of intra-elite

conflicts. These are not modeled explicitly since this has been done before, and because our focus

is on the costs of having more constraints. Now we can define the value functions for individual j

and each state (sj , S−j), Vj(0, 0)

Vj(1, 0)

Vj(0, 1)

 = I(m) +

 1

−ζ
1−E(τ)

θ

+ δ

 1-p np (1-n)p

q 1-(1-n)p-q (1-n)p

q np 1-np-q


 Vj(0, 0)

Vj(1, 0)

Vj(0, 1)

 (2)

where δ is the discount rate.

Equilibrium

The focus is on Markov equilibria. First the model is solved for a given value of m. This implies

finding a proposal (τj)
N+1
j=1 that has the support of a WC. Once this is done we obtain q∗ = q(m),

the equilibrium value of ending a conflict as a function of m. This function is constant over time

since the executive can not commit to future proposals. After this function is characterized the

first period problem can be solved, which consists of finding m∗ that maximizes the utility of the

members of the legislature under S = 0. Finally the effects of (p, θ, ζ, λ̃) on m∗ can be explored,

which will guide the empirical exercise.

First fix m > 0. The problem of the executive is very simple. Because conflicts are costly

for him and he does not bear any costs of financing a military response, he chooses (τj)
N+1
j=1 to

maximize q as defined in Equation (1). Notice that this is equivalent to maximizing total output in

the economy. If he does not face any constraint he would set τj = 1 in all the N districts in peace,

so q would take its maximum value, q = Q(λ̃) − p > 0. Then it is clear that the only constraint

that he faces is to get the approval of the WC. He will propose τNWC = 1, and the proposal for τWC

will be such that the following holds,

VWC(0, 1) = I(m) +
1− τWC

θ
+ δ [qVj(0, 0) + npVj(1, 0) + (1− np− q)Vj(0, 1)]

≥ I(m) +
1

θ
+ δ [npVj(1, 0) + (1− np)Vj(0, 1)]
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The first term is the utility of a member of the WC of accepting the proposal, while the last

term is the value of the status-quo, where there are no tax revenues to finance the military response

to a conflict, and so q = 0. This condition is equivalent to,

δq[Vj(0, 0)− Vj(0, 1)] ≥ τWC

θ

The LHS of this expression is the future total gain from a military response for an individual

member of the legislature, while the RHS is the corresponding cost. The former depends on how

efficient the government is at fighting the conflict and the expected value of ending it. The higher is

the LHS, the higher the tax rate the executive is able to set for members of the WC. Since efficiency

is decreasing in m because fewer members pay the maximum tax, the higher is m the lower is τWC.

Likewise, as the expected value of ending the conflict is increasing in θ, the higher is θ the higher is

τWC. Notice that the constraint does not depend on V (1, 0). This is in part what makes m relevant:

once a conflict has erupted in some other district a member of the elite has a lower incentive to

finance a military response than before its onset, when it is uncertain if the conflict will occur in his

district. As he can not commit ex-ante to some given amount of resources to finance the response,

any member of the elite may find it optimal to change the institutional environment so he finds it

more difficult to block a proposal.

To solve for the equilibrium value of τWC we need to know how the relative value of peace,

Vj(0, 0) − Vj(0, 1), is affected by τWC. Using the fact that the equilibrium outcome is constant

over time and that there is a probability m of being part of the WC in the future, so E(τ) =

(1/θ)(mτWC + (1−m)) in (2), this equation can be used to express the relative value of peace as a

function of τWC and the exogenous parameters,

Vj(0, 0)− Vj(0, 1) =
1

1− δ(1− q − p)

[
1−m(1− τWC)

θ

]
> 0

Therefore the proposed tax rate, τWC, will be such that,

δq(θ −m)

1− δ(1− p) + δq(1−m)
≥ τWC (3)

and tax revenues will be,

T =
m(τWC − 1) + 1

θ

Proposition 1.

– For every m ∈ (0, 1] there is a unique τ∗
WC

, which, together with τ∗
NWC

= 1, is proposed and

accepted each period when S = 1.

– There exist constants θ̄ > 1 and m̄ ∈ (0, 1) such that the functions τ∗
WC

= τWC(m) and q∗ = q(m)

are strictly decreasing in m if m ∈ (0, m̄) and θ < θ̄. If θ > θ̄, then τ∗
WC

= 1, and if m > m̄

and θ < θ̄, then τ∗
WC

= 0.
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– If m ∈ (0, m̄) and θ < θ̄, τ∗
WC

and q∗ are strictly increasing in θ and λ̃, and strictly decreasing

in p. Both τ∗
WC

and q∗ are independent of ζ.

Proof. See Appendix A.

The proposition shows that ex-post, once a conflict has erupted in some district, the executive

would be able to set a higher τ in the district of the WC members the higher are θ and λ̃ and the

lower are p and m. A higher θ means that the conflict is more costly for the members of the districts

which finance the military response. This is why, for θ > θ̄, there will be no commitment problem

and so m would not constrain the response to conflicts. Conflicts with high θ may be those when

the whole elite is threatened, i.e. interstate wars and revolutions, or when the elite’s main source

of power is affected, perhaps oilfields as one example. If the environment is more prone to conflicts,

which is captured by a higher p, the effectiveness of a military response falls and so the members

of the WC only accept lower taxes, which in turn imply a lower q in equilibrium.17 Similarly, if

the government is less efficient (lower λ̃), taxes fall, increasing the negative effect on q. Taxes also

fall with m. As m rises there will be fewer districts paying the maximum tax. That has both a

direct and an indirect effect on q, as the lower efficacy of the military response lowers the tax that

members of the WC are willing to accept. As explained earlier the effect of m is discontinuous, so

only below m̄ this result holds. Above that level revenues are not enough to make Q(λT ) > p, and

so no positive tax is accepted in equilibrium. Finally, as taxes are set once a conflict has erupted

and they are used to end that specific conflict, ζ is not relevant for the WC at the moment they

evaluate the proposal.18

Now the value of m∗ can be derived. First express Vj(0, 0) as a function of m, τWC, q and the

exogenous parameters,

Vj(0, 0) =
1

(1− δ)

[
I(m) +

1

(1− δ(1− q∗ − p))

(
1− δ(1− q∗) + δp

(
(1− n)m

(1− τ∗
WC

)

θ
− nζ

))]
(4)

Because members of the legislature are homogeneous under S = 0, their problems are identical.

They maximize (4) subject to (1) and (3). The first order condition implies,

I ′(m) = −pδ2

[
∂q∗

∂m

(
1− (1− n)m(1− τ∗

WC
)/θ + nζ

1− δ(1− q∗ − p)

)
− (1− n)

δθ

(
m
∂τ∗

WC

∂m
− (1− τ∗

WC
)

)]
(5)

17Notice that this effect is only due to the assumption that q depends on p, i.e. that a conflict is more difficult

to fight when p is high. If the relationship in Equation (1) were not linear there would be an additional effect of p

through the likelihood of conflict onset. This probability lowers the value of peace and therefore reduces the incentives

to fight.
18This last result is obtained because of the assumption that q does not affect the probability that the ongoing

conflict may move to other districts.
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The LHS is the marginal benefit and the RHS the marginal cost of increasing m. The first term

inside the square brackets captures the effect of m on the expected length of conflicts through its

effect on q. A marginal decrease in q has an expected cost equal to the flow utility without conflicts,

minus the expected flow utility if there is a conflict. The second term captures the fact that there

is a higher probability of being in the WC, and so to pay τWC instead of τNWC = 1.

Proposition 2.

If θ > θ̄, m∗ = 1 for any p, λ̃ and ζ. Otherwise ∃ constants ζ and ζ̄, where ζ < ζ̄, and such that,

– if ζ < ζ, m∗ = 1 for any p, λ̃ and ζ.

– if ζ > ζ̄, m∗ ∈ (0, m̄) is unique (and then q∗ > 0). Moreover in this case m∗ is strictly

decreasing in p and ζ.

Proof. See Appendix A.

To analyze the results notice that at this stage members of the elite decide on the optimal

response to conflicts, q∗. We can see this in Equation (4), where the costs of m manifest mainly

through that variable. Then the exogenous parameters may have either a direct effect on the

marginal cost, because they change the desired response to conflicts, or an indirect effect, coming

from Proposition 1, as they affect the ability to collect taxes ex-post. Parameters ζ, p, and θ all

raise the marginal cost of m since all of them increase the expected cost of conflicts. Thus, members

of the legislature are willing to spend more on military reactions, something that is hindered in

the future by a high m. In the case of ζ there is no indirect effect, so it is clear that m needs

to go down to increase the size of the military response. If ζ is too low, the proposition shows

that m∗ = 1: if conflicts are not costly then there are no costs of imposing more constraints. An

increase in p raises the marginal cost through both the direct and the indirect effects. This latter

effect is due to the reduction in revenues ex-post after an increase in p due to the lower efficacy of

a military campaign. The effect on m is then unambiguous, it falls with an increase in p.19 In the

case of θ the indirect effect lowers the marginal cost because more revenues are collected for a given

value of m as shown in Proposition 1. Ex-post tax rates rise because the conflict is more costly

for members financing the military response, even though it occurs in a different district. Thus,

since a higher θ implies a larger optimal response ex-ante, its effect on m is ambiguous. However,

if θ is above some threshold θ̄, there is no commitment problem, so again there are no costs of

imposing constraints on the executive. In this case m is not an instrument useful to enlarge the

military response. A change in λ̃ has also an ambiguous effect on the marginal cost, and therefore

its effect on m is also ambiguous. On the one hand lower efficiency means less capacity to collect

19Notice that the direct effect of p, unlike the indirect effect through ex-post revenues, is because of the change in

the likelihood of conflict onset, not because of the difficulty of fighting the conflict.
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taxes ex-post, and therefore m should be lower for the same value of q∗. But on the other hand,

even ex-ante, legislators are less willing to finance military campaigns, and so they are not willing

to bear the costs of a higher m.

Thus, the negative effect of p on m, which is the main implication of the model, depends on

the thresholds θ̄ and ζ. If θ ≥ θ̄ or ζ < ζ then there is no commitment problem. In the first case

everyone in the legislature agrees ex-post on maximizing the resources to finance a military response

to conflicts, in the second the ex-ante desired response is so small that the lack of commitment

is not a problem. In these cases m has only benefits, and then m∗ = 1. Therefore, assuming

everything else constant, we can conclude that the constraints imposed on the executive (m) in

peacetime should be lower in countries where potential conflicts are more likely and difficult to be

fought (higher p), but only when their costs are uncertain and highly asymmetric among members

of the elite (high ζ and low θ).

3 The Evidence

This section implements cross-country TSLS regressions to test the main implication of the model

for a sample of countries that became independent after WWII. The basic exercise is to try to

explain political institutions at the time of institutional building, using the likelihood and expected

persistence of a future civil conflict as an explanatory variable. The availability of data on the

type of civil conflicts suggested by the model for the post-war era determines the time frame of our

sample.20

Empirical Strategy

Figure 1 illustrates the theoretical relationships among the main variables in the model, conditional

on observing ζ > ζ̄ and θ < θ̄. It also shows the expected effects on the likelihood of observing

a conflict at any point in time, denoted by CC. This variable, not defined explicitly in the last

section, is useful to explain the empirical strategy. The exogenous variable is p, the probability of

future civil conflicts. Relationship 3 exists by definition because, everything else constant, a higher

probability means that we should observe more conflict in equilibrium. Likewise, q, the likelihood of

a conflict ending, reduces CC, explaining 5. Link 2 is negative and exists by construction, because

Equation (1) defines q as a function of p. Relationship 4, which comes from Proposition 1, means

that more constraints on the executive, m, lowers the likelihood of ending a conflict. This is key

in generating relationship 1, which is the main prediction of the model and the one we test in this

20As noted in the introduction, Aguirre (2011) tests the main implication of the model studying the political

experience in the Americas during the XIX century. Detailed data on conflicts is not available but historians suggest

that the existence of oppressed non-whites generated a risk of conflicts for the white elites similar to those highlighted

by the model. Hence, a variable measuring non-whites as a fraction of total population at the moment of independence

is used as a proxy for the risk of civil conflicts, or p in the model.
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Figure 1: Theoretical Predictions Conditional on ζ > ζ̄ and θ < θ̄

section. Since a higher m reduces q, making a conflict more likely to be observed, the ruling class

may prefer to lower m when facing a high p. This is the result in Proposition 2. Finally notice

that there is no direct relationship between m and CC since the former is set before the latter is

realized.

There are two important difficulties when trying to prove relationship 1. First we do not

observe p. We only have good indicators for m and CC (as explained below). Second, links 4 and

5 make CC endogenous, implying that the correlation between CC and m is not a good object for

characterizing relationship 1. Everything else constant, fewer constraints on the executive should

reduce the likelihood of observing a civil war. Collier and Rohner (2008) find that this is true

for poor countries using democracy as the institutional variable and different types of violence as

explanatory variables. They argue that this is because democracy constrains the possibilities of

government repression. Similarly, Collier et al. (2008) show that less democratic countries are less

likely to revert to violence.21 To solve these problems we take advantage of a good database on

civil conflicts and apply a TSLS strategy to better capture the particular form of relationship 3.

To capture institutional design, or the variable m in the model, we use the index Constraints

on the Executive, from the Polity IV database. This variable has been used, among others, by

Acemoglu and Johnson (2005) and Besley and Persson (2011). Unlike others, this variable explicitly

measures how constrained the executive is in making arbitrary decisions, and so it seems an excellent

mapping from the model into the data. In particular it “...refers to the extent of institutionalized

constraints on the decision-making powers of chief executives... imposed by any accountability

groups [like] legislatures... the ruling party in a one-party state; councils of nobles or powerful

advisors in monarchies; the military in coup-prone polities; and ... a strong, independent judiciary...

[It captures] the checks and balances [in] the decision-making process.” (Marshall and Jaggers,

21An alternative hypothesis is that better institutional constraints limit the stake of politics and the pay-off from

overthrowing the government, lowering the incidence of violence (North et al., 2009; Besley and Persson, 2011). In

this case these institutional constraints must be very difficult to change, as they should persist after the government is

overthrown. Another effect is that weaker constraints could generate more intra-elite conflict. The regression results

may help to determine which effect is more important.
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2007). A particular benefit of using this variable is that it is not directly affected by the fraction

of people with voting rights. Best scores are possible with large groups excluded from the political

process (and vice versa). For instance, South Africa under apartheid, and the US before the

National Voting Rights Act of 1965, had the top-coded score, while France today does not. This

property is useful to test the model because our prediction is only about the constraints that the

elite imposes on the chief executive, not about the constraints that the whole population imposes

on the government or elite.

An additional issue is how to identify the period of institutional design. It is assumed that

this is done during the first years after independence. This allows us to separate the effects of

the risk of civil conflicts, for which the model has a clear prediction, from the effect of actual

conflicts, for which we do not have a prediction. Therefore we resort to the empirical literature

on the persistence of political institutions to link our dependent variable with current political and

economic conditions. In particular a simple regression shows that about half of the difference in

the constraints imposed after independence persisted until 2006 for the group of 92 countries in our

sample of states that became independent after WWII.

The theoretical predictions which Figure 1 illustrates are conditional on observing ζ > ζ̄ and

θ < θ̄, i.e. conflicts generate asymmetric costs among members of the elite. A second characteristic

these conflicts should possess to generate the main mechanism is that their cost distribution among

members of the elite needs to be uncertain. With respect to the asymmetry of costs, external

conflicts and revolutions, which affect the elite as a whole, would not generate the required asym-

metry. But civil war is defined as intra-state war with at least one organized rebel army, therefore

external conflicts and popular uprisings or revolutions are excluded from that definition. Wars of

liberation for colonialism are also excluded as it is required that the national government is actively

involved. Furthermore, as noted by Ray (2010), “many [civil] conflicts appear to be largely eth-

nic, geographical, and religious in nature, while outright economic class struggle is relatively rare.”

In particular one of the strongest relationships that the empirical literature has found is between

civil conflicts and geographic conditions, including mountains, forests and long distances from the

state’s center (Fearon and Laitin, 2003; Collier and Hoeffler, 2004; Hegre and Sambanis, 2006).

This illustrates the fact that most of these conflicts are, at least in the beginning, localized in spe-

cific regions, mainly because these environments benefit insurgents relative to more conventional

armies.22 Therefore they particularly affect members of the elite with economic interests on those

regions, which suggests asymmetric costs.

In terms of uncertainty, Kalyvas (2007) argues that an insight from case studies is that geography

“may trump pre-war allegiances”, as guerillas are typically strong in places where geography favors

them but where there were no apparent grievances among the population to justify a conflict.

22Kalyvas (2007) enumerates additional causes for the observation that most insurgencies begin and are fought

primarily in the rural countryside.
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Collier et al. (2009) analyze a sample of civil wars for the period 1965-2004 and find support for

the “feasibility hypothesis” i.e., that where civil war is feasible it will occur without reference to

motivation. In light of these results it is not surprising that one of the main sources of unrest that

interacts with other features of the environment to facilitate civil wars is something as random as

crop failure (Kalyvas, 2007). Accordingly, Miguel et al. (2004) use rainfall growth as an instrument

for economic stagnation to explain, successfully, the onset of civil wars.

All of these findings suggest that modern civil wars meet the main requirements imposed by

the model in terms of the asymmetry and uncertainty of their costs. This justifies the empirical

strategy of estimating the effect of the risk of these types of conflicts on political institutions. We

also exploit two additional issues. First we would expect that it is more likely to observe uncertain

and asymmetric costs arising from low-scale conflicts, so we distinguish in the estimations between

small and large armed conflicts. Second, natural resource availability, which raises the payoff to

rebellion (Collier and Hoeffler, 2004), may be the most important factor reducing the asymmetry

and uncertainty of the allocation of the costs of conflict. These resources are commonly the main

source of wealth for elites and all members suffer when they are lost. Rebels often try to appropriate

these resources, and so the eruption of a conflict will be more likely in the region where these

are localized. Not all natural resources are geographically concentrated though. Illegal drugs like

cocaine, hash, and heroin, timber resources, and alluvial diamond mining, all having been identified

as very important in financing civil wars, are more widely dispersed than oil or pit mining (Buhaug

and Gates, 2002). Therefore we distinguish in the estimations between the effect of conflicts in

countries with and without significant oil resources.

To overcome the endogeneity problem geographic conditions are used as an instrument, exploit-

ing the strong relationships the empirical literature has found between civil conflicts and geographic

variables to capture the exogenous likelihood and persistence of civil wars. As argued by Hegre and

Sambanis (2006), “rough terrain is ideal for guerrilla warfare and difficult for a government army

to control. Mountain areas, giving advantage to rebel troops, allow the rebels to expand the scope

of conflict, whereas forests provide cover, particularly against detection or aerial attack”. This is

consistent with the conclusion by Kalyvas (2007) that geography “may trump pre-war allegiances”

and more generally with theories that focus on feasibility to explain the causes of civil conflicts: a

rebel group exists as a result of unusual conditions that enable it to be viable during the period of

violent conflict (Collier and Hoeffler, 2007).

Additionally, and also following previous empirical literature on civil conflicts, we use rainfall

variability as an additional instrument. In particular, studies that exploit within-country variation

in the exogenous determinants of conflict have found significant effects of weather shocks. As

described above Miguel et al. (2004) use the growth rate in rainfall as an instrument for short-

term economic fluctuations that trigger conflicts. They argue that this strategy is only valid for

countries with large agricultural sectors without extensive irrigation systems. Hence they consider
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only African countries in their study. However there are additional channels trough which weather

shocks may affect the likelihood of civil conflicts. Nel and Righarts (2008) analyze the relationship

between natural disasters and the risk of civil conflict. Using a sample of 187 political units from

1950 to 2000 they find a significant increase in the risk of civil conflict after climate-related disasters,

which basically include hydro-meteorological events. More recently Besley and Persson (2011) use

a measure of natural disasters, which includes floods and slides, as an explanatory variable for

civil wars and political repression. In our cross-section framework we claim that in countries with

historically larger rainfall variability the incidence of extreme whether shocks is more important,

raising the likelihood of conflict.23 Since we are interested in both onset and persistence, we think

it is better to include rough terrain and rain volatility together as instruments instead on including

only one of them.24

The following equations are estimated to test the main prediction of the model,

XCj,indep = βOLS
0 + βOLS

1 CCj + βOLS
k Xkj + εOLS

j (6)

CCj =

2008∑
t=indep

CCjt
2008− indep+ 1

= α0 + α1RTj + α2RVj + αkXkj + υj (7)

XCj,indep = βTSLS
0 + βTSLS

1 ĈCj + βTSLS
k Xkj + εTSLS

j (8)

The variable XCj,indep is the five year average of constraints on the executive after indepen-

dence.25 CCjt is a variable that takes a value of 1 if there is a civil war in country j and year

t. Our source is the UCDP/PRIO Armed Conflict Dataset (Harbom et al., 2008). UCDP/PRIO

defines armed conflict as “a contested incompatibility that concerns government and/or territory

where the use of armed force between two parties, of which at least one is the government of a

state, results in at least 25 battle-related deaths in a year.” In particular, CCjt takes a value of one

when internal armed conflict occurs between the government of a state and one or more internal

opposition group(s) regardless of intervention from other states. Thus the endogenous explanatory

variable CCj not only captures the onset of a civil war, but also how persistent it is, as required

by the model. There are other data sets with detailed information about civil wars. However, to

our knowledge, the UCDP/PRIO Dataset is the only one that includes conflicts with as low as 25

battle-related deaths in a year. Other data sets use a 1000 deaths threshold. As discussed above

low scale conflicts are more likely to meet the requirements of the model, so we prefer this dataset.

This also allows us to distinguish between small and large conflicts, an exercise we implement be-

low. RTj is the rough terrain variable used by Fearon and Laitin (2003) and Hegre and Sambanis

23In doing so we take into account that the countries in our sample are poor and probably not able to offset the

effect of these events with better infrastructure when they are very likely. The model implies that, at least in terms

of their effect on conflict, political institutions may be an offsetting mechanism.
24Bruckner and Ciccone (2011) finds that democratic conditions improve after severe rain shocks. This should not

influence the exclusion condition because our focus is on initial (post-independence) institutional quality.
25Results are unchanged if we use the three year average instead of the five year average.
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(2006), corresponding to the proportion of the country that is mountainous.26 RVj is our measure

of rain volatility in country j, and it is defined as the log of the ratio between one plus the average

monthly maximum rainfall, and one plus the average monthly minimum rainfall. The source is

Parker (1997). Finally ĈCj is the predicted value of CCj using the estimated parameters from

Equation (7).

Additional control variables, included in the vector Xkj , are fractionalization, whether the

country was a British colony at the moment of independence, and whether the existence of oil

reserves was known at the moment of independence. The source for the fractionalization variable is

Humphreys (2005). This variable has been used extensively in empirical papers to explain civil wars

but without success, although there are good theoretical reasons to expect it to have a significant

effect on the incidence of civil wars (Collier and Hoeffler, 2007; Kalyvas, 2007; Blattman and Miguel,

2010). Fractionalization could be a determinant of the benefits of constraining the executive, i.e.

the function I(m) in the model, and therefore may be an explanatory variable for the constraints

on the executive as well. The dummy for British colonies is included because the literature that

studies the late decolonization process concludes that these colonies were more likely to establish

good institutions. Smith (1987) enumerates a series of reasons the British were favored at the time

they withdrew from their colonies to established better institutions.27 Finally the existence of oil

reserves is included as an additional explanatory variable. This variable takes a value of one when

the existence of oilfields was known at the moment of independence. The source for this variable

is Humphreys (2005). An interaction of this variable with the civil conflict variable is introduced

to control for conflicts with low uncertainty and asymmetry as explained above. In the case of

fractionalization and British colony, we select them as controls in our baseline estimations because

previous works have identified a possible effect on civil wars and/or political institutions, they are

exogenous, and they do not depend on the year of independence. In the robustness analysis we

include a large set of controls that do not clearly meet these properties.28 All the data used in the

baseline estimations is reported in Appendix B.

According to the model, we expect βTSLS1 < 0 and βTSLS1 < βOLS1 . The second relationship

captures a feature of the model that is necessary to obtain its main prediction, i.e. that more

26Nunn and Puga (2012) use a different measure of ruggedness to link Africa’s slave trades and current development.

Their variable captures small-scale instead of the large-scale terrain irregularities we are interested to measure in this

paper. Indeed the variable used by Nunn and Puga (2012) is not significant explaining our civil conflict indicator.

We also include this variable as additional control in the robustness analysis.
27Among them is the fact that in the last decades of colonialism the British implemented reforms which associated

the peoples in the colonies closely to their own governing, something not observed in the French, Portuguese or

Belgian colonies.
28In particular we control for the year of independence to show that the estimated relationship is not due to time

effects. Additionally, since the empirical literature on civil wars has found significant time effects when explaining

the onset of civil wars, probably due to the Cold War, in a previous version the year of independence was used as an

instrument as a robustness exercise, with similar results.

17



(1) (2) (3) (4) (5) (6) (7)

OLS TSLS OLS TSLS TSLS Inst Inst

Civil Conflict 0.097 −1.482∗∗ 0.040 −1.607∗∗ −3.483∗∗

0.188 0.666 0.171 0.702 1.676

Fractionalization −0.027 0.160 0.180 0.123

0.129 0.232 0.303 0.102

British Colony 0.212∗∗ 0.218 0.235 −0.014

0.085 0.136 0.183 0.055

Oil Reserves 0.104 0.257∗ −0.290 0.106∗

0.087 0.136 0.246 0.059

Civil Conflict 3.270∗

× Oil Reserves 1.710

Rough Terrain 0.036∗∗∗ 0.039∗∗∗

0.011 0.014

Rainfall Variability 0.037∗∗∗ 0.037∗∗

0.014 0.016

R2 0.004 0.101 0.105 0.229 0.254 0.118 0.176

Observations 92 92 86 86 86 92 86

Sargan statistic 0.544 0.806 1.203

F-statistic 7.555 7.865

Conditional LR p-value 0.001 0.000

Notes: The dependent variable in columns (1)-(5) is XCj,indep and in columns (6) and
(7) is CCj (see the text for details). Robust standard errors are in italics, ∗ means
significant at 10%, ∗∗ significant at 5%, and ∗∗∗ significant at 1%. The Conditional LR
p-value is the p-value of the robust to weak instruments test by Moreira (2003) applied
to the endogenous regressor.

Table 1: Constraints on the Executive and the Risk of Civil Conflicts

constraints on the executive lead to a lower probability of observing a conflict (links 4 and 5 in

Figure 1), a statistical relationship that is only captured by the OLS specification. An additional

reason to expect differences in the coefficients is that our instruments are chosen to capture primarily

the type of conflicts for which our theory predicts there is a negative relationship with political

institutions. If other conflicts are still included in CCj despite the discussion above, they would

not be well captured by the instruments, and hence, unlike in the OLS case, the second-stage

coefficients would not include their effects.29 Finally we also expect a positive interaction between

oil reserves and conflict, and a negative and highly significant effect of both rough terrain and rain

variability in the first-stage.

Empirical Results

Results are shown in Table 1. In the first column we show the OLS estimation with civil war as the

only explanatory variable, and the coefficient is not significant and very close to zero. When using

29The case of Israel is illustrative in this respect. Through inter-state armed conflicts Israel occupied or annexed

vast territories, which gave rise to a number of intrastate conflicts (UCDP Conflict Encyclopedia, Uppsala University).

Clearly in this case the main mechanism of the model does not apply. Accordingly CC is more than three times ĈC

in the case of Israel.
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the two stages procedure in column (2), again without other explanatory variables, the coefficient

becomes negative and significant, as expected. The first-stage regression results are shown in

column (6), where we can see that both instruments are highly significant and have the expected

sign, although they may be weak as deduced from the low level of the F -statistic relative to the

critical values reported by Stock and Yogo (2005). In order to see if this influences the results we

perform the Conditional LR test (Moreira, 2003), which is robust to weak instruments. In the last

row of Table 1 we present the p-value, which shows that the traditional t-test underestimates the

significance of the coefficient. It turns out that the latter is significant at the 1% confidence level

when the robust test is considered.30 In columns (3) and (4) the additional explanatory variables

are included in the regressions. The effect of civil war in the OLS case remains not significant and

very close to zero, while in the TSLS case the coefficient remains significant and negative, in line

with the model predictions. According to the robust Conditional LR test the coefficient is still

significant at the 1% confidence level in this case.

Fractionalization is neither significant explaining institutions in the second-stage (column 4),

nor it is explaining conflict in the firs-stage (column 7). British colony has a significant and positive

effect only in the OLS case. In the TSLS case the size of the coefficient is similar but the standard

error rises. Hence the non-significance may be due to the lower accuracy when estimating the two

stages. Oil reserves have both a direct positive, and an indirect negative effect trough conflicts in

the TSLS case. This may be explained by the interaction effect with civil wars that the model

predicts. This interaction is included in column (5).31 We can see now that the effect of civil

wars on the constraints imposed on the executive is almost twice as large as before for countries

without oil reserves, but for countries with oil reserves the coefficient becomes not significant, in

line with the main predictions of the model. The direct effect of oil reserves becomes not significant

when the interaction is included. Sargan tests, reported in Table 1, reject over-identification.

Accordingly when including each instrument as an additional explanatory variable in the second-

stage regressions these variables are not significant, suggesting that they do not have a direct effect

on the constraints imposed on the executive.

The UCDP/PRIO Armed Conflict Dataset allows us to distinguish between minor and large

conflicts. We exploit this to test if, as predicted by the model, results are stronger for smaller

conflicts. Low-scale conflicts are defined as those where battle-related deaths are between 25 and

999 in a year. Large conflicts, or civil wars, are those conflicts with more than 999 battle-related

deaths in a year. In Table 2 we present the baseline estimations presented in Table 1, but redefining

the variable CCjt to take the value one only when there is a minor conflict. These are about 77% of

30We also estimate the regressions using the LIML method, for which the critical values reported by Stock and

Yogo (2005) are smaller, and results do not change much.
31Here we treat the interaction term as endogenous and include interactions among the exogenous variables as

additional instruments to avoid estimating the forbidden regression (Wooldbridge, 2002). Since we have more than

one endogenous variable we can not apply the Conditional LR test.

19



(1) (2) (3) (4) (5) (6) (7)

OLS TSLS OLS TSLS TSLS Inst Inst

Civil Conflict 0.191 −1.973∗∗ 0.129 −2.163∗∗ −3.695∗∗

(Minor) 0.247 0.908 0.220 0.964 1.794

Fractionalization −0.030 0.119 0.075 0.067

0.126 0.253 0.308 0.087

British Colony 0.212∗∗ 0.218 0.230 −0.012

0.084 0.138 0.160 0.041

Oil Reserves 0.098 0.261∗ −0.165 0.083∗

0.086 0.144 0.217 0.049

Civil Conflict 2.427∗

× Oil Reserves 1.439

Rough Terrain 0.025∗∗ 0.027∗∗

0.010 0.012

Rainfall Variability 0.030∗∗∗ 0.031∗∗

0.011 0.013

R2 0.009 0.106 0.108 0.239 0.250 0.114 0.160

Observations 92 92 86 86 86 92 86

Sargan statistic 0.275 0.323 1.494

F statistic 6.426 6.636

Conditional LR p-value 0.001 0.000

Notes: The dependent variable in columns (1)-(5) is XCj,indep and in columns (6)
and (7) is CCj (see the text for details). Robust standard errors are in italics, ∗ means
significant at 10%, ∗∗ significant at 5%, and ∗∗∗ significant at 1%. The Conditional
LR p-value is the p-value of the robust to weak instruments test by Moreira (2003)
applied to the endogenous regressor.

Table 2: Constraints on the Executive and the Risk of Minor Civil Conflicts

the episodes captured in Table 1, and in Appendix B we report the new variable CCj constructed

under this definition. The sign and significance of the coefficients is unchanged, including the

interaction term with oil reserves, but now the effect of the risk of conflicts on the constraints

imposed on the executive is larger than before. As discussed above, this is in line with the main

predictions of the model if these smaller conflicts are more closely related to the conditions needed

by its main mechanism.

Robustness Analysis

Despite the results of the over-identification tests, a major concern with the results reported in the

last subsection is that the relationship between the instruments and political institutions, measured

by the TSLS coefficient, may be capturing a mechanism different than the one explained by the

model. To see if this is the case we first control for a series of geographic features that may be

correlated with our instruments but for which there is no well-known relationship with conflict. The

idea is to discard alternative channels. One possibility is that RT and RV affected the incentives

for settlement by colonialists or the level of income per capita during colonial times, and trough

that political institutions. Next we control for variables that are both outcomes of geography and
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Fertile Soil Tropical Climate Latitude Distance to Coast Landlocked Boundaries

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

OLS TSLS OLS TSLS OLS TSLS OLS TSLS OLS TSLS OLS TSLS

Civil Conflict 0.097 −1.158∗ 0.045 −1.518∗∗ 0.152 −1.417∗ 0.063 −1.393∗∗ 0.042 −1.610∗∗ 0.076 −1.743∗∗

0.163 0.679 0.173 0.656 0.171 0.792 0.166 0.686 0.172 0.715 0.174 0.791

Fractionalization −0.035 0.108 −0.013 0.110 0.109 0.183 0.073 0.214 −0.023 0.160 0.032 0.108

0.119 0.199 0.140 0.212 0.134 0.216 0.134 0.217 0.130 0.232 0.146 0.261

British Colony 0.190∗∗ 0.198∗ 0.215∗∗ 0.208 0.277∗∗∗ 0.236∗ 0.176∗∗ 0.190 0.214∗∗ 0.217 0.193∗∗ 0.238

0.079 0.118 0.085 0.135 0.087 0.135 0.085 0.132 0.085 0.137 0.084 0.154

Oil Reserves 0.130∗ 0.241∗∗ 0.101 0.256∗ 0.067 0.232∗ 0.104 0.239∗ 0.095 0.260∗ 0.111 0.259∗

0.072 0.110 0.087 0.135 0.086 0.140 0.084 0.124 0.093 0.144 0.087 0.142

Fertile soil 0.006∗∗∗ 0.004∗∗

0.001 0.002

Tropical climate −0.000 0.001

0.001 0.001

Latitude 0.694∗∗∗ 0.206

0.246 0.397

Distance to coast −0.188∗∗∗ −0.143

0.071 0.100

Landlocked −0.029 0.007

0.087 0.120

Boundaries −0.021 0.022

0.019 0.034

R2 0.247 0.304 0.106 0.228 0.196 0.258 0.159 0.248 0.106 0.229 0.117 0.229

Observations 86 86 86 86 86 86 86 86 86 86 86 86

Conditional LR p-value 0.007 0.000 0.005 0.001 0.000 0.000

Notes: The dependent variable is the five-year average constraints on the executive indicator. Robust standard errors are in
italics, ∗ means significant at 10%, ∗∗ significant at 5%, and ∗∗∗ significant at 1%. The Conditional LR p-value is the p-value
of the robust to weak instruments test by Moreira (2003) applied to the endogenous regressor.

Table 3: Constraints on the Executive and Civil Conflicts, Alternative Geographic Features

possible determinants of political institutions, mainly related to demographics and the level of

development. These variables are probably endogenous to institutions and conflict, and vary with

the year the country became independent, issues we need to take into account when interpreting the

results. Since the estimations focus in the period following independence the alternative channels

we explore in this section are strongly related to colonial institutions and how they persisted after

independence. In the last part of this subsection we control for additional variables associated with

the nature of colonial rule to further discard other mechanisms.

Alternative Geographic Features

In Table 3 we introduce variables capturing alternative geographic measures as controls. First-

stage results are not presented to save space, but it is worth to notice that, despite being correlated

with the instruments, none of these six variables significantly explains our civil conflict variable.32

32The only case when the significance of our instruments is affected is when latitude is introduced. In this case RT

is still highly significant but RV becomes not significant. Latitude is not significant as well, and its correlation with

RV is close to -0.5. Hence the problem of weak instruments, and the robust test by Moreira (2003), are even more

relevant in this case.
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Therefore, if the relationship estimated in the previous section is not related to the risk of civil

conflict, we should expect a loss in its significance.

The first set of variables control for the correlation of RT and RV with agricultural produc-

tivity and the disease environment. One possible argument is that in regions with good soil or an

hospitable environment the incentives for settlement by the colonialists led to the establishment

of efficient political institutions. Alternatively they may have affected income per capita in the

colonial period, and trough that the institutions established after independence. The first variable

is the percentage of fertile soil in each country constructed by Nunn and Puga (2012). In the first

column of Table 3 we see that the effect of this variable on the constraints imposed on the executive

is positive and significant. But more importantly the coefficient on civil conflict, although smaller,

remains significant at the 1% confidence level according to the robust Conditional LR test. In

columns (3) and (4) we include a variable measuring the percentage of the country with a tropical

climate constructed by Nunn and Puga (2012), and in columns (5) and (6) we control for latitude, a

variable widely used to capture different geographic features, including the disease environment (see

e.g. Easterly and Levine, 2003). Again controlling for these variables does not alter the relationship

between expected conflicts and institutions, which remains highly significant. Moreover tropical

climate and latitude do not significantly affect institutions once civil conflict is instrumentalized

(columns 4 and 6). The next set of variables tries to measure coastal access, an exogenous factor

that may have affected income per capita before independence as well. We use the average distance

to the nearest ice-free coast, which was constructed by Nunn and Puga (2012), and a dummy vari-

able that takes the value 1 when the country is landlocked. These variables, particularly the first

one, are positively correlated with RT , and hence they may explain the relationship estimated in

the previous section. However, when introduced as controls in columns (7) to (10) in Table 3, the

relationship between conflict and institutions is unchanged, and none of them are significant in the

TSLS estimation. Finally in columns (11) and (12) we include the number of boundaries of each

country to control for the likelihood of inter-state conflicts, for which the main prediction of the

model does not apply, and again results remain unchanged.

We conclude that other geographic variables do not alter the results regarding the estimated

relationship between the risk of conflict and institutions, which remains negative and very signifi-

cant. Moreover, with the only exception of fertile soil, these variables do not significantly explain

post independence institutions. In some cases they make the first-stage estimation weaker, which

translates in a small reduction in the significance of the coefficient of interest when considering the

test that is not robust to weak instruments. Since they are neither significant explaining conflict

the results are in line with the main prediction of the model in the sense that conflict risk seems

to be the main mechanism linking geography and post independence institutions.
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Population Size Pop Density Income Income pc Urbanization

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

OLS TSLS OLS TSLS OLS TSLS OLS TSLS OLS TSLS OLS TSLS

Civil Conflict −0.026 −1.831∗∗ 0.124 −1.826∗ 0.061 −1.334∗∗ 0.022 −1.239∗∗ 0.249 −1.978 0.177 −1.843

0.185 0.845 0.167 0.970 0.168 0.673 0.168 0.583 0.173 1.495 0.162 1.319

Fractionalization −0.048 0.091 0.077 0.126 0.009 0.160 −0.026 0.117 0.052 0.140 0.129 0.207

0.123 0.234 0.138 0.245 0.128 0.211 0.122 0.199 0.124 0.248 0.132 0.243

British Colony 0.224∗∗∗ 0.258∗ 0.196∗∗ 0.226 0.222∗∗∗ 0.225∗ 0.260∗∗∗ 0.268∗∗ 0.249∗∗∗ 0.196 0.248∗∗∗ 0.160

0.083 0.139 0.085 0.151 0.082 0.124 0.081 0.121 0.090 0.158 0.093 0.160

Oil Reserves 0.090 0.211 0.112 0.269∗ 0.111 0.239∗ 0.002 0.109 −0.019 0.355 −0.027 0.216

0.083 0.133 0.088 0.142 0.086 0.126 0.085 0.130 0.095 0.282 0.093 0.182

Log Population 0.036 0.117∗∗

0.024 0.056

Log Size −0.042∗ 0.022

0.024 0.046

Pop Density 0.281∗∗∗ 0.229∗∗∗

0.051 0.072

Log GDP 0.076∗∗∗ 0.083∗∗∗

0.022 0.031

Log GDP pc 0.129∗∗∗ −0.079

0.048 0.152

Urbanization 0.006∗∗∗ −0.000

0.002 0.005

R2 0.123 0.266 0.143 0.232 0.164 0.249 0.199 0.283 0.199 0.219 0.202 0.241

Observations 86 86 86 86 86 86 86 86 86 86 83 83

Conditional LR p-value 0.000 0.001 0.002 0.003 0.017 0.013

Notes: The dependent variable is the five-year average constraints on the executive indicator. Oil reserves, population, density,
income, and urbanization are measured in the year of independence. Robust standard errors are in italics, ∗ means significant
at 10%, ∗∗ significant at 5%, and ∗∗∗ significant at 1%. The Conditional LR p-value is the p-value of the robust to weak
instruments test by Moreira (2003) applied to the endogenous regressor.

Table 4: Constraints on the Executive and Civil Conflicts, Demography and Development

Demography and Development

We can go one step further and control for variables linking geography and institutions different

from the risk of conflicts. As suggested above geography may have affected settlement patterns

of colonialists or income per capita at the moment of independence. It may have influenced the

distribution of the population within countries as well, generating different degrees of centralization.

All of these factors may have affected post independence institutions. To consider these alternative

channels we now control for population, the size of the country, population density, GDP, GDP per

capita, and the level of urbanization. All of these variables are measured in the year of independence,

except for size. The source of the data is Maddison (2008) for population and GDP, Parker (1997)

for size, and the WDI for urbanization.33 Most of these variables are endogenous. First, the

exogenous component of the risk of conflicts should have existed before independence as well,

influencing development during colonial times. Second, it is expected that some features of colonial

rule persisted after independence, affecting both our institutional indicator and these outcome

variables as well. Therefore we need to take the results with caution and focus primarily on the

33For countries that became independent before 1960 we use urbanization in that year.
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significance of the coefficient on civil conflicts as shown by the robust Conditional LR test.34

We can see in Table 4 that the relationship between the risk of conflicts and our indicator

of political institutions remains negative and significant when controlling for this set of variables.

According to the robust Conditional LR test it remains significant at the 1% confidence level in all

cases. When using the alternative test, which is not robust to weak instruments, the significance

falls under 10% when controlling for GDP per capita and urbanization (columns 10 and 12). The

size of the coefficient is the largest in these cases however, they are both not significant in the

second-stage, and they are the two variables more likely endogenous. Indeed these are the only

two cases where one of the instruments becomes not significant in the first-stage. Therefore these

variables seem to intensify the problem of weak instruments because of their endogeneity rather

than weaken the relationship between the risk of conflicts and institutions. Population, population

density, and GDP, are the only significant controls in the second-stage, although their endogeneity

makes difficult to infer a causal relationship.35

In sum this exercise allows us to discard a series of other mechanisms that may be behind the

relationship estimated in the last section. Despite their possible endogeneity, both with respect to

conflict and institutions, demographics and development features do not affect much our estimated

coefficient, which remains negative and highly significant.

Colonial Rule

The mechanism highlighted by the model may have been at work during colonial times as well,

when most of the time authority was exercised by the colonial power in a very centralized way.

In this sense colonialism could have been an alternative to an independent government with an

empowered executive. Indeed this has been documented by historians in the Americas at the end

of the nineteenth century, where the fear of a race war was one of the main causes for the lack

of revolutionary support by the elites (Bates et al., 2007; Coatsworth, 2008; Williamson, 2009).

However there is no way of testing this implication due to the lack of data. What we do now is

to eliminate possible explanations for the relationship between geography and institutions related

to the colonial origin of the countries in the sample, and not to the risk of conflicts. In part this

was already done, as the controls introduced above are closely related to colonial rule, both as

determinants and outcomes. Here we control for a set of additional measures identified previously

as determinants of colonial rule. Again, if these are correlated with our instruments then the

relationship found in the last section may be due to colonial heritage rather than the mechanism

identified by the model.

34Additionally these variables are correlated with the year of independence. This is particularly the case of income

and urbanization, which are higher in countries becoming independent later on. Below we show that there are not

time effects in the second-stage.
35Results with population (first two columns) are interesting. Assuming there is no endogeneity, this variable has

a positive direct effect on institutions, but a negative indirect effect on them trough conflict.
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Colonial Origin Legal Origin Africa Small-scale Ruggedness Pop Density in 1400 Independence

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

OLS TSLS OLS TSLS OLS TSLS OLS TSLS OLS TSLS OLS TSLS

Civil Conflict 0.145 −1.304∗ 0.068 −1.094∗ 0.053 −1.139∗∗ 0.069 −1.073∗ 0.004 −1.400∗∗ 0.171 −1.516∗

0.172 0.776 0.158 0.623 0.165 0.570 0.172 0.584 0.171 0.632 0.171 0.882

Fractionalization 0.018 0.162 0.003 0.111 0.211 0.333 0.246 0.375 0.036 0.264 −0.059 0.153

0.137 0.206 0.110 0.180 0.146 0.228 0.166 0.251 0.141 0.237 0.121 0.228

British Colony 0.253∗∗ 0.209 0.058 0.043 0.239∗∗∗ 0.242∗∗ 0.223∗∗ 0.228∗ 0.207∗∗ 0.233∗ 0.278∗∗∗ 0.206

0.106 0.173 0.132 0.196 0.083 0.116 0.089 0.119 0.084 0.126 0.082 0.145

Oil Reserves 0.039 0.207 0.060 0.168 0.002 0.119 −0.015 0.107 0.106 0.222∗ 0.062 0.254

0.094 0.159 0.081 0.116 0.094 0.117 0.098 0.125 0.085 0.121 0.088 0.168

French Colony −0.083 −0.089

0.090 0.137

Eastern Europe 0.346∗ 0.063

0.210 0.256

Former USSR 0.234∗ 0.093

0.126 0.170

Common law 0.336∗∗ 0.467∗

0.144 0.241

Civil law 0.001 0.129

0.077 0.131

Socialist law 0.313∗∗∗ 0.393∗∗∗

0.098 0.112

Africa −0.280∗∗∗ −0.265∗∗∗ −0.390∗∗∗ −0.342∗∗

0.078 0.100 0.119 0.145

Ruggedness −0.045 −0.017

0.033 0.042

Ruggedness 0.081 0.062

× Africa 0.053 0.057

Log Pop Density 1400 0.042 0.090∗∗

0.029 0.044

Independence 0.007∗∗∗ −0.001

0.003 0.005

R2 0.213 0.264 0.280 0.336 0.219 0.286 0.238 0.299 0.122 0.234 0.171 0.225

Observations 86 86 86 86 86 86 86 86 85 85 86 86

Cond LR p-value 0.016 0.013 0.008 0.011 0.001 0.005

Notes: The dependent variable is the five-year average constraints on the executive indicator. Robust standard errors are in
italics, ∗ means significant at 10%, ∗∗ significant at 5%, and ∗∗∗ significant at 1%. The Conditional LR p-value is the p-value
of the robust to weak instruments test by Moreira (2003) applied to the endogenous regressor.

Table 5: Constraints on the Executive and Civil Conflicts, Colonial Rule

In Table 5 we first include colonial origin and legal origin as additional controls. An extensive

empirical literature, described in La Porta et al. (2008), investigates the link between legal origin and

income per capita, finding a strong and significant relationship. For colonial origin (columns 1 and

2) we add dummies for Eastern Europe countries, i.e. formerly communist European states outside

the Soviet Union, and for countries that were members of the USSR. For legal origin (columns 3

and 4) we add dummies for countries with Common, Socialist, and Civil law systems.36 The two

variables are strongly related. Indeed the main differences arise because in the first case we can split

countries with socialist law between members and not members of the USSR, and because some

countries adopted its socialist law after becoming independent, i.e. Myanmar/Burma, Cambodia,

Laos, North Korea, and Vietnam. Probably this adoption was endogenous to existent institutions

36The omitted categories are Portuguese, Spanish and Belgian colonies, and German legal origin respectively.
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and conflict, but we keep the definition anyways. First-stage results are not reported, but none

of these variables are significant in the first-stage. The relationship of interest regarding the effect

of conflicts on political institutions is still highly significant under the robust Conditional LR test.

The size of the coefficient falls with respect to our baseline estimations, but it is still lower than

-1. Only legal origin, particularly countries with socialist law, seems to have an independent and

significant effect on political institutions.37

African countries may be influencing the results. They have geographic conditions that are

prone to conflicts, and they have, on average, worse political institutions. To test this alternative

we include a dummy variable for African countries in columns (5) and (6) of Table 5. Besides a

small reduction in the size of the coefficient the relationship of interest is basically unchanged, as

it remains negative and highly significant when adjusting for weak instruments. The first-stage

is unchanged; once controlling for geography, African countries do not experience more conflicts

than non African countries. Another reason to expect differences between African and non African

countries is the consequences of the slave-trade. Nunn and Puga (2012) show that this generated

a positive relationship between small-scale ruggedness and current income per capita, but only in

Africa. We include their variable of ruggedness and an interaction with the African dummy in

columns (7) and (8), but the coefficient on civil conflict, although smaller, remains below -1 and

highly significant.

Acemoglu et al. (2002) showed that relatively rich areas in 1500 are now relatively poor countries.

Their explanation is that in poorer areas Europeans established institutions of private property that

favored long-run growth, while in richer areas they established extractive institutions, which dis-

courage investment and economic development. We already showed that the estimated relationship

between conflict and institutions is not due to income per capita or other related variables. But

higher growth could have been achieved later on, and therefore the channel proposed by Acemoglu

et al. (2002) can not be discarded. These authors argue that urbanization and population density

in 1500 capture initial development and hence the incentives for settlement of colonialists. Unfortu-

nately the data is available only for about one third of the countries in our sample. We use instead

the data constructed by Nunn and Puga (2012) of population density in 1400, which is available for

almost all of the countries in our sample. Results are reported in columns (9) and (10) of Table 5.

The coefficient of interest capturing the effect of the risk of conflicts on institutions is still negative

and highly significant.38

37However this is partially reversed when not including the countries listed above as having socialist law, and hence

there may be endogeneity issues involved.
38The coefficient on population density in 1400 is not significant when estimating by OLS, and positive and

significant when estimating by TSLS. Moreover this variable has a positive and strongly significant effect on CC

in the first-stage (RT and RV remain highly significant too). Then, regions that were richer in pre-colonial times

were more prone to conflict at the moment of independence, and because of that imposed fewer constraints to the

executives at that time. But due to other reasons, i.e. controlling for the likelihood of conflict, richer areas built

better institutions after independence.
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Finally in the last column we investigate whether our estimations are capturing some sort of

time effects, introducing the year of independence as an additional control. It may be argued that

the end of the cold war both lowered the risks of internal conflicts and improved the conditions for

more efficient political institutions. Results show that only the first part of this argument is true, as

independence is highly significant in the first-stage. But the second part is not supported by the data

since in the second-stage (column 12) the year of independence is not significant explaining political

institutions.39 In any case the relationship between civil conflict and institutions is unchanged when

including the year of independence as a control.

Therefore the results in this subsection make unlikely that the relationship estimated in the

previous section is due to characteristics of colonial rule. The mechanism could have been at work

during colonial times but we do not have data to test its existence, and probably the outcome may

have been different, as the way colonialists exercised power was different than the one modeled in

this paper, where the local elite takes the main policy decisions.

4 Conclusions

This paper explores a specific mechanism to explain differences in political institutions, which have

been identified as one of the main determinants of GDP per capita today by an extensive empirical

literature. A theoretical model shows that, when the elite faces a high risk of uprisings from the

rest of the population, and the costs of these conflicts are uncertain and asymmetric for members of

the elite, they may find it optimal to set lower constraints on the executive even if this is costly for

them due to a higher risk of expropriation or a lower provision of public goods. This is because the

members of the elite face a commitment problem. Ex-ante, when they know there is a probability

of facing a particularly costly conflict, they are willing to finance a larger response to conflicts

than ex-post, when the conflict has erupted but primarily affected other members of the elite.

Lower constraints on the executive are a commitment device as their ex-post preferences about

the military response has a lower probability to influence the actual response. Therefore, together

with the literature on the effect of political institutions on income per capita, this paper provides

a channel to explain the effect of civil conflicts on long-run development, a link that seems to be

missing in the related literature.

This paper also presents empirical evidence that is consistent with the main prediction of the

model. In particular, a higher risk of future civil conflicts, determined by geographic conditions,

is associated with lower constraints imposed on the executive at the moment of independence in

countries that achieved independence after WWII. The estimations also show that these effects

are stronger in countries without access to oil fields, and when countries face a risk of minor

conflicts. These two results are in line with the main prediction of the model since in these cases

39Because of this and the findings of previous work on the existence of time effects when explaining civil war, in a

previous version of this paper the year of independence was used as an instrument, with similar results.
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the costs of conflicts are more likely to be asymmetric and uncertain. The paper implements a

robustness analysis consisting in the introduction of a large set of variables as controls to the

baseline estimations. It is shown that other geographic variables, demographics features, the level

of development, and colonial rule characteristics, can not account for the significant relationship

between our instruments and political institutions. This allows us to conclude that, in line with

the theoretical model, this relationship is probably explained by the risk of civil conflicts.

Appendix A

Proof of Proposition 1

It is clear that the proposed and accepted tax rates in any period when S = 1 are τ∗NWC = 1 and the highest value
consistent with expression (3) for τ∗WC. Uniqueness follows directly. If there is no τWC ∈ [0, 1] consistent with this
expression then the unique solution to the executive’s maximization problem is τ∗WC = 0 and τ∗NWC = 1. If there is only
one τWC ∈ [0, 1] consistent with the inequality then that tax rate and τ∗NWC = 1 is the unique solution. Finally if there
are multiple τWC ∈ [0, 1] consistent with it then the unique solution is the maximum of them and τ∗NWC = 1. In the
three cases it is clear that we have a unique q∗.

For the second part define

LHS(τWC) =
δq(θ −m)

1− δ(1− p) + δq(1−m)

and notice that
∂LHS(τWC)

∂τWC

= λ̃mQ′(λT )

[
δ(θ −m)(1− δ(1− p))

(1− δ(1− p) + δq(1−m))2

]
> 0 (9)

∂2LHS(τWC)

∂τ2
WC

=
(
λ̃m
)2
[

δ(θ −m)(1− δ(1− p))
(1− δ(1− p) + δq(1−m))2

] [
Q′′(λT )− 2Q′(λT )Q′(λT )δ(1−m)

1− δ(1− p) + δq(1−m)

]
< 0 (10)

Then the LHS of expression (3), (LHS(τWC)), is strictly increasing and strictly concave in τWC. Now define θ̄ as
the value of θ for which LHS(1) = 1,

θ̄ = 1 +
1− δ(1− p)
δ
(
Q(λ̃)− p

)
thus θ̄ only depends on the exogenous parameters δ, p and λ̃. Now we define m̄ as the value for which LHS(0) = 0,
and so m̄ solves Q(λ̃(1−m)) = p, and we have 0 < m̄ < 1 since Q(λ̃) > p and Q(0) = 0. This constant m̄ is only a
function of the exogenous parameters p and λ̃. Since T , and thus Q (λT ) − p, are continuous, strictly increasing in
τWC, and decreasing in m (strictly decreasing if τWC < 1) it follows that if m < m̄, q > 0 for any τWC and any θ. This
also implies that LHS(0) > 0. Notice that LHS(τWC) is increasing in θ whenever q > 0. Therefore if m < m̄ and
θ < θ̄, LHS(τWC) is increasing in θ and so LHS(1) < 1.

Therefore we have that ifm ∈ (0, m̄) and θ < θ̄, LHS(0) > 0 and LHS(1) < 1. This, together with inequalities (9)
and (10) imply that in this case there is a unique value that makes expression (3) to hold with equality, and therefore
this is the unique solution τ∗WC to the executive’s maximization problem. We also know that ∂LHS(τ∗WC)/∂τWC < 1.
We can then define H(τWC) = LHS(τWC) − τWC and apply the implicit function theorem to show that the function
τ∗WC = τWC(m) is well defined, differentiable, and that the derivative ∂τ∗WC/∂m is a continuous function. The same
follows for q∗ = q(m) since for this range of parameters q is continuous and strictly increasing in τWC. To prove that
these functions are strictly decreasing is sufficient to show ∂H(τWC)/∂m < 0 (because ∂H(τWC)/∂τWC < 0):

∂H(τWC)

∂m
= − δ

1− δ(1− p) + δq(1−m)

[
λ̃Q′(λT )(1− τWC) (θ − τWC −m(1− τWC)) + q(1− τWC)

]
< 0 (11)
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Therefore if m ∈ (0, m̄) and θ < θ̄, τ∗WC is strictly decreasing on m, and then T an q are strictly decreasing in it
as well. Finally if θ > ¯theta LHS(1) > 1 for any m, and so the executive proposes τ∗WC = 1, which is always accepted.
This proves the first part of the second bullet of the proposition (the last part is proved below).

For the third part, i.e. to show that τ∗WC is increasing in θ and λ, and decreasing in p, we need to show ∂H(τWC)/∂θ >
0, ∂H(τWC)/∂λ̃ < 0, and ∂H(τWC)/∂p < 0. The first one can be easily seen above. For the others we have,

∂H(τWC)

∂λ̃
=

δTQ′ (λT )

1− δ(1− p) + δq(1−m)
[θ −m− τWC(1−m)] < 0

∂H(τWC)

∂p
=

δ(m(1− τWC)− θ)
1− δ(1− p) + δq(1−m)

< 0

It follows that q∗ is increasing in λ̃ and θ, and decreasing in p. Finally H(τWC) is not a function of ζ so both τ∗WC

and q∗ are independent of it.
It is possible to re-define the threshold for m. Take first m = m̄, so LHS(0) = 0. Notice that for values τWC > 0

inequalities (9) and (10) still hold, and LHS(1) < 1 if θ < θ̄. Then we can have two cases depending on the slope of
LHS(τWC) at τWC = 0 when m = m̄, which is only a function of the exogenous parameters. If this slope is lower than
1, we know there is only one value consistent with expression (3) holding with equality, i.e. τWC = 0. In this case the
threshold defined above is the relevant one, and if m ≥ m̄ and θ < θ̄, τ∗WC = 0. But if the slope is greater than one then
we have two values consistent with expression (3) holding with equality. In this case the larger one, which is greater
than zero, will be the solution to the executive’s maximization problem. Moreover at this point all the conditions
listed above for the implicit-function theorem hold, and therefore τ∗WC is still continuous and strictly decreasing in
m. This happens until there is only one positive tax consistent with expression (3) holding with equality. For this
tax there is a certain value of m which is greater than m̄ and lower than one. Then we can re-define the threshold
with this value of m as m̃ > m̄ and all the results hold. Additionally we know that for all m > m̃ there is no value
consistent with expression (3) and so τ∗WC = 0.

QED.

Proof of Proposition 2

From Proposition 1 we know that if θ ≥ θ̄ then τ∗WC = 1 and q∗ = Q(λ̃)− p > 0 for any m. Then the RHS of Equation
(5) is zero, and so m∗ = 1 follows from the fact that I ′(m) > 0.

To see the case when θ < θ̄, notice that V (0, 0) can be discontinuous at m = m̄. So first assume there is a unique
solution m∗∗ < m̄ to equation 5. In this case we have two possible equilibria, m∗∗ or 1, because 1 is preferred to any
m > m̄. But there exists a constant ζ̃ such that if ζ > ζ̃, m∗∗ is the unique equilibrium. To see this notice that if
m < m̄ then q > 0 (which is independent of ζ), and

∂V (0, 0;m = 1)

∂ζ
= − δpn

(1− δ)(1− δ(1− p)) < −
δpn

(1− δ)(1− δ(1− q − p)) =
∂V (0, 0;m < m̄)

∂ζ

and so V (0, 0;m = 1)− V (0, 0;m∗∗) is strictly decreasing in ζ for any m∗∗. Therefore ζ̃ is defined as the value that
makes V (0, 0;m = 1)−minm∈(0,m̄)(V (0, 0;m)) = 0. Now we need to show the uniqueness and existence of that m∗∗.
Notice first that

−∂T
∗

∂m
=

1− τ∗WC

θ

[
1− ∂τ∗WC

∂m

m

1− τ∗WC

]
> 0

where the inequality follows from the proof of Proposition 1: if θ < θ̄ and m ∈ (0, m̄), ∂τ∗WC/∂m > 0. Using the
implicit-function theorem and some algebra we get,

−∂T
∗

∂m
=

1− τ∗WC

θ

[
1− δ(1− p− q∗)

1− δ(1− p) + δq∗(1−m)− δλQ′ (λT ∗)m (1− T ∗ + (1− τ∗WC)/θ)

]
> 0 (12)

Replacing this into Equation (5),

I ′(m) = RHS(m) ≡ pδ(1− τ∗WC)

θ

[
δλQ′ (λT ∗) (1− (1− n)(1/θ − T ∗) + nζ)− (1− n)(1− δ(1−Q(λT ∗)))

1− δ(1− p) + δq∗(1−m)− δλQ′ (λT ∗)m (1− T ∗ + (1− τ∗WC)/θ)

]
(13)
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Since (12) is finite and strictly positive, the denominator of the term inside the brackets is strictly positive, and
so the sign of RHS(m) depends on the sign of the numerator inside the square brackets. Call this term num. Notice
first that it is continuous and strictly increasing in m:

∂num

∂m
= δλ2Q′′ (λT ∗)

∂T ∗

∂m
(1− (1− n)(1/θ − T ∗) + nζ) > 0

Also num is continuous and strictly increasing in ζ. So there exists ζ̂(m) such that for all ζ > ζ̂(m), RHS(m) > 0
(when m < m̄). Moreover ζ̂(m) is decreasing in m, which implies that if ζ > limm→0ζ̂(m), RHS(m) > 0 for all
m < m̄. Moreover in this case,

∂RHS(m)

∂m
= −∂τ

∗
WC

∂m

RHS(m)

(1− τ∗WC)
+
pδ2(1− τ∗WC)

θ den

{
λ2Q′′ (λT ∗)

∂T ∗

∂m
(rev)

−RHS(m)
[
(1−m)λQ′ (λT ∗)

∂T ∗

∂m
− q∗ − λ2Q′′ (λT ∗)

∂T ∗

∂m
m(tax)

−λQ′ (λT ∗) (tax) + λQ′ (λT ∗)m

(
∂T ∗

∂m
+

1

θ

∂τ∗WC

∂m

)]}
> 0

where den is the denominator, rev is the first term inside the parentheses in the numerator, and tax is the last
term inside the parentheses in the denominator, of the term inside the brackets in Equation (13). Because τ∗WC and
T ∗ are decreasing in m, and because RHS(m) > 0, we have that this term is strictly positive, and so RHS(m) is
strictly increasing in m when 0 < m < m̄. Additionally RHS(0) is finite. Therefore if ζ > ζ̄ = max(limm→0ζ̂(m), ζ̃)
(implying RHS(m̄) > I ′(m̄)), and since I ′(m) > 0, I ′(0) = ∞, and I ′′(m) < 0, there exists a unique solution
m∗∗ ∈ (0, m̄) to Equation 5, and that solution constitute the unique solution to the legislators’ problem. Finally
define ζ as the maximum between zero and the value that makes V (0, 0;m = 1)−maxm∈(0,m̄)(V (0, 0;m)) = 0. Thus
if ζ < ζ, m∗ = 1 for any combination of the rest of the parameters.

Since, for ζ > ζ̄ and θ < θ̄, m∗ ∈ (0, m̄), and since along that range for m, RHS(m) is strictly increasing on
m, and I ′(m) is strictly decreasing on m, we can define G(m) = I ′(m) − RHS(m), where G(m∗) = 0, and use the
implicit-value function to prove the last part of the proposition. To do this it is enough to show that, when G(m) = 0,
∂RHS(m)/∂ζ > 0 and ∂RHS(m)/∂p > 0. Because τ∗ is independent of ζ, the first inequality follows directly from
Equation (5). In the second case,

∂RHS(m)

∂p
=

RHS(m)

p
− ∂τ∗WC

∂p

RHS(m)

(1− τ∗WC)
+
pδ2(1− τ∗WC)

θ den

{
λ2Q′′ (λT ∗)

∂T ∗

∂p
(rev)

−RHS(m)
[
(1−m)λQ′ (λT ∗)

∂T ∗

∂p
+m− λ2Q′′ (λT ∗)

∂T ∗

∂p
m(tax)

−λQ′ (λT ∗)m
(
∂T ∗

∂p
+

1

θ

∂τ∗WC

∂p

)]}
> 0

Because τ∗WC and T ∗ are decreasing in p, and because RHS(m) > 0, every term but −RHS(m)m is positive. But
notice that the first term, RHS(m)/p, is larger than RHS(m)m, so RHS(m)/p−RHS(m)m > 0, and so the partial
derivative is strictly positive. This proves the last part of the proposition.

QED.
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Appendix B: Data

Indep. XC CC Rainfall RT Fractio− British Oil CC

V ariability nalization Colony† Reserves (minor)

1 Jordan 1946 0 0 4.32 2.72 0.05 1 0 0
2 Lebanon1 1946 0.33 0.14 5.26 4.06 0.13 0 0 0.11
3 Syria 1946 0.60 0.08 3.78 1.86 0.22 0 0 0.06
4 Pakistan 1947 0.40 0.21 2.99 3.78 0.64 1 1 0.18
5 Myanmar/Burma 1948 1 0.70 4.98 3.60 0.48 1 1 0.64
6 Sri Lanka 1948 1 0.39 1.67 2.12 0.47 1 0 0.11
7 Israel 1948 1 0.72 4.89 0.99 0.20 0 1 0.72
8 North Korea 1948 0.33 0 2.89 2.26 0.00 0 0 0
9 South Korea 1948 0.30 0 2.99 2.29 0.00 0 0 0
10 Indonesia2 1949 0.73 0.52 1.92 2.44 0.76 0 1 0.43
11 Taiwan 1949 0.17 0 1.52 3.86 0.27 0 0 0
12 India 1950 1 0.64 3.81 2.63 0.89 1 1 0.63
13 Libya 1951 0.33 0 4.55 1.95 0.22 0 0 0
14 Cambodia3 1953 0 0.54 3.47 0.69 0.30 0 0 0.39
15 Laos4 1954 0.67 0.2 4.33 3.61 0.60 0 0 0.04
16 Morocco 1956 0.17 0.30 4.47 3.85 0.53 0 0 0.30
17 Sudan 1956 0.40 0.66 4.28 2.01 0.74 1 0 0.30
18 Malaysia 1957 1 0.10 1.08 2.75 0.65 1 1 0.10
19 Guinea 1958 0 0.04 3.92 1.44 0.75 0 0 0.04
20 Tunisia 1959 0 0.02 2.79 1.34 0.16 0 0 0.02
21 Singapore5 1959 1 0 0.41 0 0.42 0 0 0
22 Benin6 1960 0.27 0 3.27 0 0.62 0 0 0
23 Burkina Faso 1960 0.33 0.02 5.63 0 0.68 0 0 0.02
24 Cameroon 1960 0.33 0.02 2.51 2.93 0.89 0 0 0.02
25 C.A.R. 1960 0 0.10 3.63 1.69 0.69 0 0 0.10
26 Chad 1960 0 0.69 5.77 2.25 0.83 0 0 0.59
27 Congo (Braz) 1960 0.43 0.12 5.68 0 0.66 0 1 0.10
28 Ivory Coast 1960 0 0.06 2.47 0.34 0.86 0 0 0.06
29 Gabon 1960 0.17 0 4.54 0.07 0.69 0 1 0
30 Ghana 1960 0 0.06 2.41 0 0.71 1 0 0.06
31 Madagascar 1960 0.33 0.02 3.51 3.52 0.06 0 0 0.02
32 Mali 1960 0.33 0.08 5.86 0.34 0.78 0 0 0.08
33 Mauritania 1960 0.47 0.08 4.65 0 0.34 0 0 0.08
34 Niger 1960 0.33 0.14 5.24 1.13 0.73 0 0 0.14
35 Nigeria 1960 1 0.12 2.88 1.22 0.87 1 1 0.04
36 Senegal7 1960 0.33 0.18 5.54 0 0.72 0 0 0.18
37 Somalia 1960 1 0.41 4.58 2.61 0.08 1 0 0.31
38 Togo 1960 0.33 0.04 2.41 0 0.71 0 0 0.04
39 Zaire/Congo8 1960 0 0.27 4.02 1.65 0.90 0 0 0.20
40 Rwanda 1961 0 0.23 3.14 4.31 0.13 0 0 0.15
41 Sierra Leone 1961 0.67 0.21 5.42 0.99 0.77 1 0 0.21
42 Tanzania 1961 0.33 0 5.03 3.12 0.93 1 0 0
43 Algeria 1962 0.10 0.38 4.93 2.82 0.44 0 1 0.23
44 Burundi9 1962 0.30 0.36 3.04 4.32 0.04 0 0 0.36
45 Uganda10 1962 0.93 0.68 1.32 2.34 0.90 1 0 0.55
46 Jamaica 1962 1 0 2.43 1.34 0.05 1 0 0
47 Trinidad 1962 1 0.02 1.77 0 0.56 1 1 0.02
48 Kenya 1963 0.60 0.02 2.58 3.31 0.83 1 0 0.02
49 Kuwait 1963 0.23 0 3.37 0 0.18 1 1 0
50 Malawi 1964 0 0 5.39 2.28 0.62 1 0 0
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Indep. XC CC Rainfall RT Fractio− British Oil CC

V ariability nalization Colony† Reserves (minor)

51 Zambia 1964 0.30 0 5.45 0.18 0.82 1 0 0
52 Gambia 1965 0.67 0.02 6.22 0 0.73 1 0 0.02
53 Botswana 1966 0.67 0 4.68 0 0.51 1 0 0
54 Lesotho 1966 0.80 0.02 2.32 4.42 0.22 1 0 0.02
55 South Yemen 1967 0.33 0.02 3.18 3.34 0.17 0 0 0
56 Mauritius 1968 1 0 3.04 0 0.58 1 0 0
57 Swaziland 1968 0.17 0 2.50 2.79 0.39 1 0 0
58 Bahrain 1971 0.13 0 2.94 0 0.26 0 1 0
59 Qatar*11 1971 0 0 3.61 0 1 1 0
60 U.A.R. 1971 0.33 0 3.61 0 0.18 1 1 0
61 Bangladesh 1972 0.47 0.49 4.98 0 0.00 0 0 0.49
62 Guinea Bissau 1974 0.33 0.06 5.54 0 0.80 0 0 0.06
63 Comoros* 1975 0.40 0.06 1.71 0 0 0.06
64 Angola 1975 0.33 0.88 4.77 2.37 0.78 0 1 0.32
65 Mozambique 1975 0.17 0.47 2.24 1.22 0.65 0 0 0.15
66 Vietnam 1976 0.33 0 2.90 3.01 0.27 0 0 0
67 Djibouti 1977 0.17 0.16 3.26 1.59 0.69 0 0 0.16
68 Zimbabwe 1980 0.60 0 5.28 1.36 0.54 1 0 0
69 Namibia 1990 0.67 0 4.38 2.48 0.68 0 0 0
70 Yemen12 1990 0.17 0.05 3.18 3.34 0.06 0 1 0
71 Croatia 1991 0.33 0.17 0.72 1.53 0.33 0 1 0.17
72 Armenia 1991 0.60 0 1.79 2.81 0.12 0 0 0
73 Azerbaijan 1991 0.30 0.28 1.79 3.28 0.30 0 1 0.11
74 Belarus 1991 0.87 0 0.88 0 0.40 0 0 0
75 Estonia 1991 1 0 0.69 0 0.52 0 0 0
76 Georgia 1991 0.67 0.28 1.56 4.12 0.50 0 0 0.28
77 Kazakhstan 1991 0.30 0 0.98 4.00 0.69 0 1 0
78 Kyrgyzstan 1991 0.50 0 1.46 4.05 0.66 0 0 0
79 Latvia 1991 1 0 0.69 0 0.61 0 0 0
80 Lithuania 1991 1 0 0.69 0 0.35 0 0 0
81 Macedonia* 1991 0.67 0.06 0.63 2.24 0 0.06
82 Moldova 1991 0.87 0.06 1.09 0 0.55 0 0 0.06
83 Slovenia* 1991 1 0 0.72 2.34 0 0
84 Tajikistan 1991 0.33 0.33 2.82 4.41 0.55 0 0 0.22
85 Turkmenistan 1991 0.03 0 1.39 2.56 0.46 0 0 0
86 Ukraine 1991 0.73 0 1.09 1.74 0.42 0 0 0
87 Uzbekistan 1991 0 0.17 1.39 3.09 0.48 0 1 0.17
88 Czech Republic 1993 1 0 1.29 1.15 0.32 0 1 0
89 Eritrea* 1993 0.33 0.19 3.18 2.48 0 0.19
90 Slovakia 1993 0.83 0 1.15 2.14 0.25 0 1 0
91 South Africa 1994 1 0 2.30 2.16 0.88 0 1 0
92 Serbia Montenegro*13 2003 0.13 0 0.72 2.67 0 0

Notes: * Countries only included in the regressions without additional control variables. † British colony at the time
of independence. 1 Independence recognized by France in 1943, but the region was under allied control until the
end of WWII. 2 Independence proclaimed in 1945, but recognized by the Netherlands in 1949. 3 First two years of
XC are coded as transition. The average is taken for 1955-1957. 4 First four years of XC coded as transition. The
average is taken for 1958-1959. 5 Fourth year of XC coded as missing. The average is for 1959-1962. 6 Fourth and
fifth years of XC coded as transition. The average is taken for 1960-1965 with linear interpolation. 7 Third year of
XC coded as transition. The value for that year is interpolated. 8 First year with valid XC is 1966. That value is
used, which is the minimum possible. 9 Fourth year of XC coded as transition. Interpolation is used. 10 Fifth year of
XC coded as transition. Interpolation is used. 11 RT is not reported by previous papers, but the territory is mostly
flat so a value of zero is used. 12 First three years of XC coded as transition. Average is taken for 1993-1994. 13 The
value of RT is the one reported for Yugoslavia in previous papers.

32



References

Acemoglu, D., and S. Johnson (2005): “Unbundling Institutions,” Journal of Political Economy, 113(5),
949–995.

Acemoglu, D., S. Johnson, and J. Robinson (2001): “The Colonial Origins of Comparative Develop-
ment: An Empirical Investigation,” American Economic Review, 91, 1369–1401.

(2002): “Reversal of Fortune: Geography and Institutions in the Making of the Modern World
Income Distribution,” The Quarterly Journal of Economics, pp. 1231–1244.

Acemoglu, D., and J. A. Robinson (2000): “Why did the West extend the Franchise? Democracy,
inequality, and growth in historical perspective,” Quarterly Journal of Economics, 115(4), 1167–1199.

(2006): Economic Origins of Dictatorship and Democracy. Cambridge.

Aguirre, A. (2011): “The Risk of Civil Conflicts as a Determinant of Political Institutions,” Central Bank
of Chile Working Paper N◦649, December.

Baron, D. P., and J. A. Ferejohn (1989): “Bargaining in Legislatures,” American Political Science
Review, 83(4), 1181–1206.

Bates, R. H., J. H. Coatsworth, and J. G. Williamson (2007): “Lost Decades: Postindependence
Performance in Latin America and Africa,” The Journal of Economic History, 67(4), 917–943.

Besley, T. J., and T. Persson (2010): “State Capacity, Conflict, and Development,” Econometrica,
126(3), 1411–1445.

(2011): “The Logic of Political Violence,” Quarterly Journal of Economics, 78(1), 1–34.

Blattman, C., and E. Miguel (2010): “Civil War,” Journal of Economic Literature, 48(1), 3–57.

Bruckner, M., and A. Ciccone (2011): “Rain and The Democratic Window of Opportunity,” Econo-
metrica, 79(3), 923–947.

Bueno de Mesquita, B., and A. Smith (2009): “Political Survival and Endogenous Institutional
Change,” Comparative Political Studies, 42(2), 167–197.

Buhaug, H., and S. Gates (2002): “The Geography of Civil War,” Journal of Peace Research, 39(4),
417–433.

Coatsworth, J. H. (1988): “Patterns of Rural Rebellion in Latin America: Mexico in Comparative
Perspective,” in Riot, Rebellion, and Revolution: Rural Social Conflict in Mexico, ed. by F. Katz, pp.
21–62. Princeton University Press.

(2008): “Inequality, Institutions and Economic Growth in Latin America,” Journal of Latin Amer-
ican Studies, 40, 545–569.

Collier, P., and A. Hoeffler (2004): “Greed and Grievance in Civil War,” Oxford Economic Papers,
56(4), 563–595.

(2007): “Civil War,” Handbook of Defense Economics, 2, 711–739.

Collier, P., A. Hoeffler, and D. Rohner (2009): “Beyond Greed and Grievance: Feasibility and Civil
War,” Oxford Economic Papers, 61(1), 1–27.

33



Collier, P., A. Hoeffler, and M. Soderbom (2008): “Post-Conflict Risks,” Journal of Peace Research,
45(4), 461–478.

Collier, P., and D. Rohner (2008): “Democracy, Development, and Conflict,” Journal of the European
Economic Association, 6(2-3), 531–540.

Drake, P. W. (2009): Between Tyranny and Anarchy: A History of Democracy in Latin America, 1800-
2006. Stanford University Press.

Eakin, M. C. (2007): The History of Latin America: Collision of Cultures. Palgrave Macmillan.

Easterly, W., and R. Levine (2003): “Tropics, Germs, and Crops,” Journal of Monetary Economics,
50(1), 3–39.

Engerman, S., and K. Sokoloff (1997): “Factor Endowments, Institutions, and Differential Paths of
Growth among New World Economies: A View from Economic Historians of the United States,” in How
Latin America Fell Behind, ed. by S. Haber, pp. 206–304. Stanford University Press.

(2002): “Factor Endowments, Inequality, and Paths of Development among New World Economies,”
Economia, (Fall), 41–109.

Fearon, J. D., and D. D. Laitin (2003): “Ethnicity, Insurgency, and Civil War,” American Political
Science Review, 97(1), 75–90.

Glasser, E., and A. Schleifer (2002): “Legal Origins,” Quarterly Journal of Economics, 114, 1193–1229.

Harbom, L., E. Melander, and P. Wallensteen (2008): “Dyadic Dimensions of Armed Conflict,
1946-2007,” Journal of Peace Research, 45(5), 697–710.

Hegre, H., and N. Sambanis (2006): “Sensitivity Analysis of Empirical Results on Civil War Onset,”
Journal of Conflict Resolution, 50(4), 508–535.

Horowitz, D. L. (2002): “Constitutional Design: Proposals versus Processes,” in The Architecture of
Democracy, ed. by A. Reynolds. Oxford University Press.

Humphreys, M. (2005): “Natural Resources, Conflict, and Conflict Resolution,” Journal of Conflict Reso-
lution, 49(4), 508–537.

Kalyvas, S. N. (2007): “Civil Wars,” in The Oxford Handbook of Comparative Politics, ed. by C. Boix,
and S. C.Stokes, chap. 18, pp. 416–434. Oxford University Press.

Katz, F. (1988): “Rural Rebellions after 1810,” in Riot, Rebellion, and Revolution: Rural Social Conflict
in Mexico, ed. by F. Katz, pp. 521–560. Princeton University Press.

La Porta, R., F. L. de Silanes, and A. Shleifer (2008): “The Economic Consequences of Legal
Origins,” Journal of Economic Literature, 46(2), 285–332.

Lijphart, A. (1995): “Multiethnic Democracies,” in The Encyclopedia of Democracy, ed. by S. M. Lipset.
Congressional Quarterly Books.

Maddison, A. (2008): “Historical Statistics,” from http://www.ggdc.net/maddison/.

Maier, P. (2010): Ratification: The People Debate the Constitution, 1787-1788. Simon & Scuster.

Marshall, M. G., and K. Jaggers (2007): POLITY IV Project: Dataset Users’ Manual. Polity IV
Project, Center for Global Policy, School of Public Policy, George Mason University, and Center for
Systemic Peace.

34



Miguel, E., S. Satyanath, and E. Sergenti (2004): “Economic Shocks and Civil Conflicts: An Instru-
mental Variable Approach,” Journal of Political Economy.

Moreira, M. (2003): “A Conditional Likelihood Ratio Test for Structural Models,” Econometrica, 71(4),
1027–1048.

Nel, P., and M. Righarts (2008): “Natural Disasters and the Risk of Violent Civil Conflict,” International
Studies Quarterly, 52, 159–185.

North, D., J. Wallis, and B. Weingast (2009): Violence and Social Orders. Cambridge.

Nunn, N., and D. Puga (2012): “Ruggedness: The Blessing of Bad Geography in Africa,” The Review of
Economics and Statictics, 94(1), 20–36.

Parker, P. M. (1997): National Cultures of the World: A Statistical Reference. Greenwood Press.

Ray, D. (2010): “Uneven Growth: A Framework for Research in Development Economics,” Journal of
Economic Perspectives, 24(3), 45–60.

Smith, T. (1987): “A Comparative Study of French and British Decolonization,” Comparative Studies in
Society and History, 20(1), 70–102.

Stock, J., and M. Yogo (2005): “Testing for Weak Instruments in IV Regression,” in Identification and
Inference for Econometric Models: A Festschrift in Honor of Thomas Rothenberg, ed. by D. Andrews, and
J. Stock, pp. 80–108. Cambridge University Press.

Thach, Jr, C. C. (1969): The Creation of the Presidency, 1775-1789: A Study in Constitutional History.
The John Hopkins Press.

Tilly, C. (1992): Coercion, Capital, and European States. AD 990-1992. Blackwell Publishing.

Williamson, E. (2009): The Penguin History of Latin America. Penguin Books.

Wooldbridge, J. (2002): Econometric Analysis of Cross Section and Panel Data. The MIT Press.

35


